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Executive Summary 

Immersive virtual reality (IVR) technologies allow users to feel fully engaged and 

absorbed within a virtual world using specialized hardware and software. The advent of these 

technologies has opened new possibilities for training and skill development across various 

industries. This dissertation explores the effectiveness of IVR for industrial skills training by 

conducting a comprehensive review of the academic literature and industry practices, as well 

as a series of controlled experiments to investigate methods for improving the effectiveness of 

skill training with IVR. This dissertation is guided by five main research questions: 

RQ 1. What is the current state of the art in academic literature and industry practice 
regarding skills training using IVR? 

RQ 2. Is IVR training effective compared to physical training? 

RQ 3. What is the link between the physiological arousal level of the trainees and the 
effectiveness of IVR training? 

RQ 4. Can haptic feedback make IVR training more effective? 

RQ 5. What is the link between adaptive training and the effectiveness of IVR training? 

The dissertation answers these five questions in the span of four chapters. The first 

chapter introduces the research background, motivation, and objectives, setting the stage for a 

detailed investigation into the role of IVR in skill training and its potential implications for 

industry applications. The second chapter addresses RQ1 by presenting a systematic literature 

review of academic research on industrial skills training and concludes with three case studies 

detailing the use of IVR for skill training in Denmark. This chapter is a collection of two 

articles12 “A Systematic Review of Immersive Virtual Reality for Industrial Skills Training” and 

“Immersive Virtual Reality Training: Three Cases from the Danish Industry.” 

The third chapter addresses RQ 2 and RQ 3 by investigating the effectiveness of IVR 

for a fine motor skill training task using a buzz-wire game scenario, comparing it with physical 

training through a controlled experiment. Additionally, the experiment explores the link 

between physiological arousal, measured by skin conductance and heart rate variability, and 

improvements in performance that resulted from IVR training among the experiment subjects. 

 
1 Published in the journal Behaviour and Informa6on Technology, Taylor & Francis. 
2 Published in the proceedings of the IEEE VR 2021 conference. 
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This chapter encompasses the article3 titled “Investigating the Effectiveness of Immersive VR 

Skill Training and its Link to Physiological Arousal.” The fourth chapter primarily examines 

RQ 4 with the help of an experiment the role of two haptic feedback modalities – kinesthetic 

and vibrotactile feedback – in improving the performance of subjects after undergoing IVR-

based fine motor skill training in the buzz-wire task. This chapter also explores the link between 

physiological arousal and training performance (RQ 3) while using techniques adapted from 

chapter 3. This chapter contains the article4 titled “Haptic Feedback, Performance and 

Arousal: A Comparison Study in an Immersive VR Motor Skill Training Task.” The fifth chapter 

experimentally investigates the impact of adaptation based on subjects' self-efficacy on their 

performance in the buzz-wire scenario after undergoing IVR-based training. 

Through empirical methods, this dissertation uncovers the approaches adopted by academia, 

and Danish companies, in addressing industrial skills training with IVR. This revealed trends 

in the use of IVR training for various procedural, decision-making, spatial, and fine/gross 

motor skills across industries and their potential to be adapted for remote training. Inspired by 

these findings, empirical studies in the form of IVR-based motor skill training experiments 

were designed and executed utilizing approximately three hundred subjects. The findings from 

these experiments highlight the possibilities, limitations, and challenges of using innovative 

technologies in IVR training scenarios involving the measurement of physiological arousal 

using biosensors, the implementation of haptic feedback, and adaptive training approaches. 

These experiments unambiguously indicated IVR training to be effective.  

Overall, this dissertation contributes to the advancement of IVR for industrial skills training 

and offers guidance for future development and implementation, paving the way for designing 

more effective IVR-based skill training solutions applicable across a wide range of industries. 

 

 

 

 

 

 
3 Published in the journal “Virtual Reality”, Springer. 
4 Under review 
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Resumé 

Fremkomsten af teknologier inden for immersive virtual reality (IVR) har åbnet nye 

muligheder for træning og kompetenceudvikling på tværs af forskellige brancher. I denne 

afhandling undersøges effektiviteten af IVR i forbindelse med praktisk færdighedstræning. 

Undersøgelserne består af en omfattende gennemgang af akademisk litteratur på området og af 

hvad der sker i praksis samt en række kontrollerede eksperimenter. Formålet med dette er at 

undersøge metoder til at forbedre effektiviteten af færdighedstræning med IVR. Afhandlingens 

tema leder os igennem fem overordnede forskningsspørgsmål: 

1. Hvad er det nyeste tekniske niveau i den akademiske litteratur og i praksis 

vedrørende færdighedstræning ved hjælp af IVR? 

2. Er IVR-træning effektiv sammenlignet med fysisk træning? 

3. Hvad er sammenhængen mellem deltagernes fysiologiske ophidselsesniveau og IVR-

træningseffektiviteten? 

4. Hvad er sammenhængen mellem haptisk feedback-modalitet og IVR-

træningseffektivitet? 

5. Hvad er sammenhængen mellem adaptiv træning og IVR-effektivitet? 

Afhandlingens fire kapitler besvarer disse fem spørgsmål. I det første kapitel introduceres 

baggrunden, motivationen og formålene med forskningen, og her præsenteres også en detaljeret 

undersøgelse af IVR’s rolle i færdighedstræning og dens muligheder for at blive anvendt i 

praksis. I det andet kapitel behandles det første forskningsspørgsmål via en systematisk 

litteraturgennemgang af akademisk forskning i praktisk færdighedstræning. Kapitlet afsluttes 

med tre casestudier, der beskriver, hvordan man har brugt VR til færdighedstræning i Danmark. 

Kapitlet består af to artikler "A Systematic Review of Immersive Virtual Reality for Industrial 

Skills Training" og "Immersive Virtual Reality Training: Three Cases from the Danish 

Industry." 

Det tredje kapitel behandler forskningsspørgsmålene 2 og 3 ved i et kontrolleret eksperiment 

at undersøge effektiviteten af IVR til at løse en finmotorisk træningsopgave ved hjælp af et 

buzz-wire-spilscenarie og sammenligne det med fysisk/praktisk træning. I eksperimentet 

undersøges også sammenhængen mellem fysiologisk ophidselse, målt på huden og via 

pulsvariation, og forbedringer i forsøgspersonernes træningsresultater. Dette kapitel består af 
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artiklen “Investigating the Effectiveness of Immersive VR Skill Training and its Link to 

Physiological Arousal.” I det fjerde kapitel undersøges ved hjælp af et eksperiment, hvilken 

rolle to haptiske feedback-modaliteter – kinæstetisk og vibrotaktil feedback – spiller med 

hensyn til at forbedre forsøgspersonernes præstationen efter at have gennemgået IVR-baseret 

finmotorisk træning i buzz-wire-opgaven. Dette kapitel indeholder artiklen “Haptic Feedback, 

Performance and Arousal: A Comparison Study in an Immersive VR Motor Skill Training 

Task.” I det femte kapitel undersøges det eksperimentelt og via forsøgspersonernes tiltro til 

egne evner og performance, hvilken effekt tillæringen havde på deres præstationsforbedring i 

buzz-wire-scenariet efter at have gennemgået IVR-baseret træning. 

Gennem empiriske metoder afdækker denne afhandling de tilgange, som den akademiske 

verden og danske virksomheder har brugt i deres tilgang til praktisk færdighedstræning med 

IVR. Dette afslørede tendenser i brugen af IVR-træning med hensyn til proceduremæssige, 

beslutningstagningsmæssige, rumlige og fin-/grovmotoriske færdigheder på tværs af brancher 

og tilgangenes potentiale til at kunne bruges til træning på distancen. Inspireret af disse 

resultater blev empiriske undersøgelser designet i form af IVR-baserede motoriske 

træningseksperimenter, og cirka tre hundrede forsøgspersoner deltog. Resultaterne af disse 

eksperimenter viser mulighederne, begrænsningerne og udfordringerne ved at bruge innovative 

teknologier i IVR-træningsscenarier med måling af fysiologisk ophidselse ved hjælp af 

biosensorer, implementering af haptisk feedback og adaptive træningstilgange. Disse 

eksperimenter indikerede utvetydigt, at IVR-træning var effektiv. 

Samlet set bidrager denne afhandling til fremme af IVR til praktisk færdighedstræning, og 

resultaterne kan bruges til at skubbe den fremtidige udvikling og implementering i den rigtige 

retning, hvilket baner vejen for at designe mere effektive IVR-baserede løsninger til træning af 

færdigheder, der kan anvendes i en bred vifte af industrier. 
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Chapter 1 - Introduction 
The rapid advancement and widespread adoption of virtual reality (VR) technology 

have opened new avenues for training and skill development across a broad range of industries, 

including healthcare, manufacturing, construction, and defence. As VR technology continues 

to evolve, it is imperative to understand its potential and limitations in enhancing the learning 

and performance of trainees in various skill-based tasks. This dissertation explored the 

effectiveness of immersive virtual reality (IVR) for industrial skills training by conducting a 

comprehensive review of the academic literature and industry practices as well as three 

controlled between-subjects experiments with 290 participants across them. The first chapter 

introduces the research, outlining the motivation, background, research questions, objectives, 

and scope of the study, setting the stage for a detailed investigation into the role of IVR in skills 

training and its potential implications for industry applications. 

1.1.1. Virtual reality 

Virtual Reality (VR) refers to computer-generated, immersive environments that 

simulate three-dimensional worlds, allowing users to interact with and explore virtual objects 

and surroundings in real-time (Jerald, 2016). It relies on a combination of hardware, for 

example. head-mounted displays (HMDs) as well as software to create a sense of presence and 

immersion, blurring the line between the physical and the virtual world (Cummings & 

Bailenson, 2016). VR has been applied in various fields, including education, entertainment, 

medicine, and training, transforming the way people learn, work, and interact with digital 

content. As VR technology continues to advance, it offers new opportunities for enhancing 

training effectiveness and efficiency, particularly in skill-based tasks that require realistic 

simulations and hands-on practice.  

VR has a rich history, with its origins dating back to the 1960s when Morton Heilig 

invented the Sensorama (Heilig, 1962) as seen in Fig. 1 and Ivan Sutherland developed the first 

HMD system, known as the Sword of Damocles (Sutherland, 1968). Since then, VR has 

evolved significantly, with major advancements in both hardware and software technologies. 

In the 1980s and 1990s, VR captured the public’s imagination with pioneering VR systems like 

NASA’s Virtual Interface Environment Workstation (VIEW) (Fisher et al., 1988) and Virtuality 

arcade systems5. VR technologies can be placed within the context of Milgram’s reality-

 
5 hKps://web.archive.org/web/20200807083857/hKps://virtuality.com/ 
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virtuality continuum, a spectrum ranging from authentic environments to fully immersive 

virtual environments (Milgram & Kishino, 1994). Along this continuum, different levels of 

immersion and interaction can be achieved, depending on the combination of real and virtual 

elements. 

 

Fig. 1. The first VR system developed by Ivan Sutherland (Sutherland, 1968). (a) Illustration from the Sensorama patent (US 
3050870) by Morton Heilig. (b) The product advertisement for the Sensorama from the 1960s (Cameron, 2017). 

Augmented reality (AR) is another technology on Milgram’s continuum (Milgram et 

al., 1995) (Fig. 2), situated between the fully real and fully virtual environments. AR integrates 

digital information and objects into the user’s perception of the real world, offering a different 

set of applications and benefits compared to VR (Azuma, 1997). 

 

Fig. 2. Milgram’s reality-virtuality continuum (Skarbez et al., 2021) 

Today’s VR systems can be broadly categorised into non-immersive, semi-immersive 

and fully immersive experiences. Non-immersive VR typically involves the use of desktop 

displays, while semi-immersive systems incorporate large projection screens and motion 

tracking devices. Fully immersive VR experiences are achieved through the use of HMDs, 

CAVE (CAVE Automatic Environments), haptic devices and advanced motion tracking 

systems (Sherman & Craig, 2003).  
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The current state of the art in VR technology includes high-resolution displays, low-

latency motion tracking and sophisticated haptic feedback systems that provide users with an 

unprecedented level of immersion and interactivity. The applications of VR extend far beyond 

industrial scenarios, with a wide range of use cases found in rehabilitation, education, and 

therapy. For instance, VR has been used for physical rehabilitation, allowing patients to practice 

motor skills in a controlled and engaging environment (Holden, 2005). In the educational 

context, VR has been shown to improve students’ engagement and learning outcomes in various 

subjects ranging from science and history to language and art (Merchant et al., 2014). 

Furthermore, VR has demonstrated therapeutic potential for the treatment of various 

psychological disorders such as phobias, post-traumatic stress disorder and anxiety (Riva et al., 

2007). 

1.1.2. The market for VR technologies 

According to GlobalData (2022), the VR market is expected to grow from USD 6.9 

billion in 2021 to USD 51.5 billion by 2030 at a CAGR of 25.1%. The increasing adoption of 

VR technology across verticals including gaming and entertainment, healthcare, automobile, 

architecture, and education is fuelling the growth of the market. Interestingly, this growth in 

VR adoption was not obvious just a few decades back, as the initial excitement around VR in 

the 80s wore off due to several factors, including technical limitations due to low-resolution 

displays, high latency, and cumbersome hardware, which led to less-than-optimal user 

experiences (Bailenson, 2018). The high cost of VR systems was another factor, which made 

them inaccessible to the general public and limited their practical applications (Burdea & 

Coiffet, 2003).  

 

Fig. 3. (Left) Oculus Rift CV1, among the first VR headsets to undergo mass adoption. Note the base stations surrounding 
the headset used for tracking the position of the headset and the two controllers. (Right) The Varjo XR-3 headset with inside-

out tracking and both VR/AR (passthrough) modes. 

The 2010s marked a revival of interest in VR, catalysed by the invention of the Oculus 

Rift (Fig. 3). The successful Kickstarter campaign for Oculus Rift and its subsequent 
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acquisition by Facebook in 2014 demonstrated the potential for VR to become a mainstream 

technology. Technological advancements such as higher-resolution displays, lower latency and 

more compact hardware enabled improved VR experiences (Cummings & Bailenson, 2016). 

The resurgence of VR sparked interest in various industries, including healthcare (Polce et al., 

2020), education (Radianti et al., 2020) and industrial skills training (Abich et al., 2021). This 

renewed interest in VR has driven researchers and practitioners to explore its potential for 

revolutionising traditional training methods. 

1.1.3 VR for industrial skills training 

 

Fig. 4. Different configurations of VR use for training. (Top left) Total hip arthroplasty training using the OramaVR 
platform. (Bottom Left) Hemihepatectomy (Liver) surgical simulation using OramaVR (Zikas et al., 2023). (Right) VR 

shooting trainer with custom 3D-printed attachments for VR controllers (Harvey et al., 2019). 

In the context of industrial skills training, VR offers numerous advantages over traditional 

methods, such as enhanced safety, reduced costs, and greater flexibility. For instance, VR-based 

training can provide a risk-free environment for trainees to practice complex tasks, thereby 

minimising the risk of accidents or damages (Chittaro & Buttussi, 2015). Additionally, VR 

training can be easily customised to suit the specific needs of different industries (see Fig.4), 

enabling the development of tailored training solutions that enhance skill acquisition and 

retention (Alaker et al., 2016). Furthermore, recent advancements in VR technology, such as 

immersive headsets, haptic feedback devices and sophisticated motion tracking systems, have 

significantly improved the realism and effectiveness of VR-based training experiences 

(Bailenson, 2018). VR has been successfully implemented in various industrial domains (see 
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Fig.5), including medical training (Jain et al., 2020; Mariani et al., 2021), maintenance and 

assembly procedures in manufacturing (Winther et al., 2020) and construction safety training 

(Kassem et al., 2017).  

 

Fig. 5. Examples of VR training. (Top) VR simulation to train pump maintenance (Winther et al., 2020). (Bottom) VR 
assembly task simulation (Koumaditis et al., 2020b). 

1.2 Theoretical background 

1.2.1 Principles of motor skills learning 

Magill and Anderson (2016) define motor skills as “activities or tasks that require 

voluntary control over movements of the joints and body segments to achieve a goal”. Motor 

skills can be broadly categorised into two types: fine motor skills, which involve precise, small 

muscle movements (e.g., writing or buttoning a shirt), and gross motor skills, which involve 

larger muscle movements and whole-body coordination (e.g., walking or throwing a ball). 

Motor skills training refers to the process of acquiring, refining, and maintaining motor skills 

through practice and experience. Motor skills training often involves a combination of 

instruction, demonstration, feedback and repetition, with the goal of improving performance, 

increasing automaticity and reducing errors (Wulf et al., 2010). 

From a neuroscientific perspective, when a new motor skill is learned, several changes 

occur in the brain. These changes are primarily associated with neural plasticity, which is the 

brain’s ability to reorganise and adapt its structure and function in response to experience 

(Pascual-Leone et al., 2005). As individuals practice a new motor skill, synaptic connections 

between neurons are strengthened, and the efficiency of neural pathways involved in the skill 

increases (Kleim & Jones, 2008). Moreover, learning a new motor skill leads to the formation 
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of motor representations in the primary motor cortex, which is responsible for encoding the 

spatial and temporal aspects of the skill (Dayan & Cohen, 2011). 

 

 

Fig. 6. The three stages of motor skills training over time according to Fitts and Posner's model. Source:(Magill & 
Anderson, 2016). 

Fitts and Posner's stages of motor learning offer a framework for understanding motor 

skill acquisition, progressing from the cognitive stage to the associative stage and ultimately to 

the autonomous stage (see Fig. 6). This model has informed instructional methods and training 

protocols in various domains, such as sports, rehabilitation, and industrial skills training. The 

stages represent the progression from initial skill acquisition to automaticity, detailing the 

changes in cognitive processing and performance characteristics as a motor skill is learned. In 

the cognitive stage, learners develop a mental representation of the task, relying on verbal 

instructions, demonstrations, and feedback. The associative stage involves refining motor 

control and focusing on the finer details of the skill (Wulf et al., 2010). Finally, the autonomous 

stage is characterized by the ability to perform the skill with minimal conscious effort, allowing 

the learner to focus on higher-level cognitive processes or attend to other tasks simultaneously. 

It should be noted that the progression between these stages is gradual and not abrupt. 

Fitts and Posner point out that reaching the autonomous stage is not guaranteed for 

every motor skill acquired. The amount/quality of practice and the accompanying instruction 

are important for learners to be able to reach this stage (Magill & Anderson, 2016). While Fitts 

and Posner provide a theoretical framework for motor skills learning, subsequent research in 

the movement sciences, medicine and rehabilitation has focused on the factors that enhance 

motor skills training. In their review of motor skills training literature from the fields of 

psychology and movement sciences with implications for medical training, Wulf et al. (2010) 

discuss factors that have been shown to enhance the learning of motor skills. The review 

highlights four factors: observational practice, the learner’s focus of attention, feedback, and 

self-controlled practice. Observational practice, including dyad practice where two learners 

alternate between physical practice and observation of the other’s practice, has been found to 

make important contributions to learning. Regarding the learner’s focus of attention, 



 

20 
 

instructions inducing an external focus (directed at the movement effect) are more effective 

than those promoting an internal focus (directed at the performer’s body movements). This is 

because of the fact that directing attention towards the movement effect (external focus) 

promotes the use of automatic or unconscious processes, while an internal focus on one’s own 

movements results in a more conscious form of control that limits the motor control system. 

Feedback was observed to not only have an informational function but also motivational 

properties, and self-controlled practice was found to be more effective than externally 

controlled practice conditions. 

While Wulf et al. (2010) focused on factors that enhance motor skills learning in 

medical training, Sattelmayer et al. (2016) reviewed literature related to motor learning 

principles in general and identified four principles that impacted motor learning in different 

contexts. Specifically, the four principles identified by Sattelmayer et al. were: part practice or 

whole practice, random practice or blocked practice, mental practice, and augmented feedback. 

Part practice involves breaking a procedural skill into fundamental movement segments before 

combining them, while whole practice involves teaching the entire procedure as a whole entity. 

Random practice involves practicing multiple components of a procedural skill in a random 

order, while blocked practice requires skills to be practiced in closed blocks. Mental practice 

involves learning a procedure without physically performing it, using exercises such as 

thinking about the procedure and using imagery techniques. Augmented feedback provides 

information about performance that supplements sensory feedback from an external source, 

such as an educator or computer. In assessing learning, post-acquisition tests measure 

performance immediately after learning, retention tests measure performance after a rest period 

to eliminate temporary effects of the intervention, and transfer tests measure the ability to adapt 

a newly learned skill to a different situation, indicating the degree of learning. 

1.2.2 Factors affecting learning in VR  

The Cognitive Affective Model of Immersive Learning (CAMIL) (Makransky & 

Petersen, 2021) provides a research-based theoretical framework for understanding the 

learning process in IVR. The CAMIL proposes that the instructional methods used in IVR can 

be more effective when they facilitate the unique affordances of the medium, such as 

immersion, control factors and representational fidelity. Several studies have shown that some 

instructional methods, for example pre-training and generative learning strategies, can be more 

effective when presented in IVR compared to video or desktop VR (Meyer et al., 2019). The 



 

21 
 

theory also suggests that the affordances of IVR, among these presence and agency, can render 

certain instructional methods more effective than when presented through non-IVR media, for 

instance the embodiment principle, which states that learners can benefit from human-like 

gestures and facial expressions in onscreen agents. The CAMIL predicts that there will be an 

interaction between media and methods, with learners in IVR-based lessons benefiting more 

from certain instructional methods than learners in video-based lessons. The model also 

identifies six affective and cognitive factors that lead to knowledge acquisition and transfer in 

IVR-based learning: interest, motivation, self-efficacy, embodiment, cognitive load and self-

regulation. These theoretical underpinnings help explain how VR as a medium can impact 

learning and training by offering immersive, interactive and engaging experiences that support 

various cognitive and motivational processes. By leveraging these theories, researchers and 

practitioners can design more effective VR-based learning and training interventions. 

1.2.3 The need for improving effectiveness of immersive VR training  

The potential of IVR as a transformative tool for industrial skills training across various 

domains, including healthcare, manufacturing, and construction, has garnered increasing 

attention. While research has demonstrated the effectiveness of IVR for training procedural, 

decision-making, spatial, and fine/gross motor skills, a comprehensive understanding of the 

underlying factors that contribute to its success remains limited, even as the need for it in the 

industry is ever present. Moreover, the exploration of biosensors and haptic feedback 

technologies in IVR training, as well as the potential for remote training using current IVR 

technologies, has not been extensively investigated. 

To address these gaps in the current body of knowledge, there is a pressing need to 

explore the effectiveness of IVR for industrial skills training and identify the critical parameters 

that influence its success. The research questions in the following section are formulated to 

guide the investigation and contribute to a more comprehensive understanding of IVR's role in 

skill development and its implications for industry applications. Addressing these research 

questions will not only help refine existing IVR training systems but also inform the design 

and implementation of novel, effective IVR training solutions across various industries. 

1.3 Research questions 

The increasing adoption of VR technology for various applications has sparked interest in 

exploring its potential for skills training across diverse domains. IVR provides an engaging and 
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safe environment for learning and practicing complex tasks without the risks and costs 

associated with real-world training. Despite the promising outlook, several questions remain 

unanswered regarding the effectiveness of IVR for skills training and the factors influencing 

its success. This research aims to address these questions and enhance our understanding of 

IVR’s role in training.  

• RQ1: What is the current state of the art in academic literature and industry practise 

regarding skills training using IVR? 

A comprehensive understanding of the current state of the art in both academic 

literature and industry practice is essential to identify gaps and opportunities for further 

research in skills training using IVR. This research question seeks to establish a foundation 

for the study by reviewing existing knowledge and exploring real-world applications of 

IVR in skills training. 

• RQ2: Is IVR training effective compared to physical training? 

To validate the efficacy of IVR training, it is crucial to compare its effectiveness 

with traditional physical training methods. This research question aims to investigate the 

relative merits of IVR training and determine if it offers the same advantages as physical 

training in terms of learning outcomes and skill acquisition. 

• RQ3: What is the link between the physiological arousal level of the trainees and the 

effectiveness of IVR training? 

Physiological arousal, as a reflection of trainees’ emotional and cognitive states, 

could influence the effectiveness of IVR training. Understanding the link between 

physiological arousal and the effectiveness of IVR training can help optimise the design of 

training scenarios and maximise learning outcomes. 

• RQ4: Can haptic feedback make IVR training more effective?  

Haptic feedback plays a critical role in facilitating the learning of motor skills and 

enhancing the sense of presence in IVR environments. Investigating the link between 

different haptic feedback modalities and IVR training effectiveness can help identify the 

most suitable feedback mechanisms for specific training tasks and improve the overall 

quality of IVR-based training. 
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• RQ5: What is the link between adaptive training and the effectiveness of IVR training? 

Adaptive training, which tailors the learning experience to individual needs and 

performance, has the potential to enhance the effectiveness of IVR training. This research 

question seeks to explore the link between adaptive training and IVR effectiveness, 

providing insights into the benefits of personalised learning approaches in virtual 

environments. 

By addressing these research questions, this study aims to contribute to the body of 

knowledge on IVR for skills training and provide valuable insights for the design and 

implementation of effective IVR training systems across various industries. 

1.4 Methodology overview 

1.4.1 Research methodology 

This section will explore the importance of comprehending the current state of 

knowledge in both industry and academia through a systematic literature survey and industry 

case studies. By examining existing research and real-world applications, this dissertation 

primarily aims to identify the most effective and innovative practices in IVR training for 

industrial skills development. Furthermore, this comprehensive understanding will serve as a 

foundation for the design and execution of controlled experiments. 

1.4.1.1 Systematic literature review 

Systematic literature reviews are a rigorous and structured approach to reviewing 

existing literature on a specific research topic or question. This methodology involves the 

identification, selection and synthesis of high-quality research evidence to provide a thorough 

and unbiased overview of the current state of knowledge in a particular field (Petticrew & 

Roberts, 2008). Systematic reviews aim to minimise bias and ensure transparency and 

reproducibility by following predefined protocols, including explicit inclusion and exclusion 

criteria, search strategies and data extraction methods (Higgins et al., 2019). One of the main 

advantages of systematic literature reviews is their ability to identify gaps in the existing 

knowledge, helping researchers to formulate new research questions or hypotheses that can 

advance the field. Furthermore, by synthesising the findings from multiple studies, systematic 

reviews can provide more reliable and generalisable conclusions than individual studies, 

thereby supporting evidence-based decision-making in various domains, including industrial 

skills training.  
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In the context of this dissertation, a systematic literature review was conducted to explore the 

current state of the academic literature on industrial skills training across various industry 

domains. The intention is to establish a foundation for the experiments detailed in the 

subsequent chapters, which will focus on the use of VR for skills training and the factors that 

influence its effectiveness. 

1.4.1.2 Case studies 

Case studies are qualitative research methods that involve in-depth investigations of a 

particular phenomenon, issue, or context within its real-world setting. By focusing on a small 

number of cases, this methodology allows researchers to explore the complexities and nuances 

of the subject matter, providing rich and detailed insights that may not be achievable through 

other research methods (Stake, 1995). Case studies often employ multiple sources of data, such 

as interviews, observations, documents and artifacts, which can be triangulated to enhance the 

validity and credibility of the findings (Baxter & Jack, 2008). In the field of industrial skills 

training, case studies can provide valuable insights into the real-world applications of VR 

technologies, the challenges faced by organisations in implementing these technologies, and 

the factors that contribute to their success or failure. 

In this dissertation, three case studies detailing the use of VR for skills training in Denmark 

will be presented, offering an opportunity to examine the practical applications of VR-based 

training in various industrial contexts. These case studies will complement the findings from 

the systematic literature review and thus provide an extensive understanding of the potential 

and challenges of using VR for industrial skills training as well as inspiration for empirical 

investigations for the dissertation. 

1.4.1.3 Pilot studies 

Pilot studies are small-scale, preliminary research studies conducted to evaluate the feasibility, 

time, cost, risk and potential effectiveness of a research design or methodology before 

implementing it on a larger scale (Leon et al., 2011). They are often used to refine and optimise 

various aspects of a controlled experiment, for instance the research protocol, data collection 

methods, recruitment procedures and intervention components (Thabane et al., 2010). Pilot 

studies help in designing controlled experiments by: 
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• Assessing the feasibility of the research design: By testing the research design on a 

smaller scale, pilot studies can provide valuable insights into its feasibility, allowing 

researchers to make any necessary modifications to improve its viability and 

effectiveness. 

• Refining the experimental protocol: Pilot studies can help researchers fine-tune their 

experimental procedures, such as the timing of interventions, the wording of 

instructions or the administration of questionnaires, ensuring that the main experiment 

runs smoothly and efficiently. 

• Evaluating data collection methods and instruments: Pilot studies allow researchers to 

test the reliability and validity of their data collection tools, including questionnaires, 

interviews or physiological measurements, and make any necessary adjustments to 

ensure that they accurately capture the variables of interest. 

1.4.1.4 Controlled experiments 

Controlled experiments help investigate questions related to effectiveness of VR in skills 

training. They can also contribute to establishing internal and external validity. Internal validity 

refers to the extent to which a study establishes a trustworthy cause-and-effect relationship 

between the manipulated independent variable (e.g., VR training) and the measured dependent 

variable (e.g., improvement in performance). A study with high internal validity allows 

researchers to confidently conclude that changes in the dependent variable are caused by the 

independent variable, rather than by confounding factors or biases. Controlled experiments can 

enhance internal validity by: 

• Controlling for confounding factors: By holding constant or controlling for factors that 

might influence the outcome, researchers can minimise the risk of confounding 

variables affecting the results. 

• Ensuring random assignment: By randomly assigning participants to different 

experimental conditions (also known as a between-subjects method), researchers can 

reduce the impact of individual differences on the results and ensure that the groups are 

comparable. 

• Conducting pre- and post-test measurements: By measuring the dependent variable 

both before and after the intervention, researchers can assess the changes that occur 
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because of the VR training and control for pre-existing differences in skills or 

knowledge. 

External validity, on the other hand, refers to the extent to which the results of a study can be 

generalised to other contexts, populations or settings. A study with high external validity allows 

researchers to apply their findings beyond the specific conditions of the experiment.  

1.4.2 Techniques and tools 

1.4.2.1 Biosensors for detecting physiological arousal 

Physiological arousal refers to the activation of the autonomic nervous system (ANS) in 

response to stimuli such as stress, excitement or fear (Cacioppo et al., 2007). The ANS is a part 

of the nervous system responsible for controlling involuntary bodily functions such as heart 

rate, respiration, and digestion. It has two primary subsystems: the sympathetic nervous system 

(SNS) and the parasympathetic nervous system (PNS). The SNS is responsible for the fight-

or-flight response, which prepares the body for action in response to perceived threats or 

stressors. When the SNS is activated, it increases the heart rate, the respiration, and the blood 

flow to the muscles, while inhibiting non-essential functions like digestion. The PNS is 

responsible for the rest-and-digest response, which conserves energy and helps the body 

recover from stress or activity. When the PNS is activated, it slows down the heart rate and 

respiration and promotes digestion, returning the body to a state of calm and relaxation. 

Electrodermal activity (EDA) and heart rate variability (HRV) are two commonly used 

measures of physiological arousal that reflect the activity of the ANS: 

• Electrodermal activity (EDA), also known as skin conductance, is a measure of the 

electrical conductance of the skin, which varies with its moisture level. It serves as an 

activity indicator of the sympathetic nervous system, reflecting emotional and cognitive 

states such as stress, arousal and attention (Boucsein, 2012). Research has shown that 

monitoring skin conductance can provide insights into the effectiveness of VR-based 

training interventions and participants’ engagement levels (Katsis et al., 2008). The 

Shimmer GSR+6 (see Fig. 7) was used to measure skin conductance in experiments 

conducted as part of this dissertation. 

 
6 hKps://shimmersensing.com/product/shimmer3-gsr-unit/ 



 

27 
 

• Heart rate variability (HRV) refers to the variation in time between successive 

heartbeats. It is a widely used non-invasive measure of autonomic nervous system 

activity, with lower HRV values indicating higher stress levels and reduced adaptability 

(Shaffer & Ginsberg, 2017). By monitoring HRV, researchers might assess the impact 

of VR training on participants’ stress and cognitive load, which can have implications 

for training effectiveness and retention. The Polar H107 electrocardiogram (see Fig.7) 

sensor was used to measure HRV in the experiments of this dissertation. 

 

Fig. 7. (Left) The Polar H10 ECG sensor for measuring heart rate variability metrics. (Right) The Shimmer GSR sensor for 
measuring electrodermal activity. 

 

1.4.2.3 Software tools 

Unity – the Unity game engine8 is a powerful and versatile platform for creating interactive 3D 

and 2D content, including VR applications (Goldstone, 2017). Its flexibility and ease of use 

has made it a popular choice for developing VR-based training scenarios, allowing researchers 

to create realistic and immersive environments tailored to the specific requirements of their 

studies (Erickson et al., 2019). 

 
7 hKps://www.polar.com/us-en/sensors/h10-heart-rate-sensor/ 
8 hKps://unity.com/ 
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Fig. 8. Sample heart rate and skin conductance signals of a study participant. 

iMotions – the iMotions9 biometrics research platform is a comprehensive solution for 

collecting, synchronising, and analysing multiple biometric data streams, including skin 

conductance and HRV. See Fig. 8 for a sample signal recording of a study participant’s heart 

rate and skin conductance values. This platform was used in this dissertation as a data store for 

performance and physiological arousal data. 

1.4.2.4 VR Head Mounted Displays (HMDs) 

In this research, three different VR HMDs were used to conduct the experiments: the Oculus 

Rift, Oculus Quest 1, and Oculus Quest 2. These devices have been widely adopted in various 

VR applications due to their high-quality performance, user-friendly features, and relative cost-

effectiveness. 

• Oculus Rift: Launched in 2016, the Oculus Rift is a tethered VR headset that requires 

connection to a PC for operation. It features a high-resolution display, a refresh rate of 

90 Hz and a wide field of view (FOV) of around 100 degrees, providing an immersive 

VR experience. The Rift uses an external tracking system, known as the Oculus 

Constellation, for accurate positional tracking of the headset and the Oculus Touch 

controllers, which enable precise hand and finger movements within the virtual 

environment (Oculus VR, 2016). 

• Oculus Quest 1: Released in 2019, the Oculus Quest 1 is a standalone VR headset that 

does not require a connection to a PC. It features a high-resolution display, a refresh 

rate of 72 Hz and a slightly narrower FOV compared to the Rift. The Quest 1 

incorporates a built-in inside-out tracking system, which eliminates the need for 

 
9 hKps://imo6ons.com/ 
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external sensors. The device uses the same Oculus Touch controllers as the Rift, 

ensuring intuitive and accurate hand interactions in VR (Oculus VR, 2019). 

• Oculus Quest 2: Launched in 2020, the Oculus Quest 2 is an upgraded version of the 

Quest 1, offering improved performance and features. It boasts a higher-resolution 

display and an adjustable refresh rate of up to 120 Hz (with a recent software update), 

enhancing the visual fidelity and smoothness of the VR experience. Like the Quest 1, 

the Quest 2 uses an inside-out tracking system and is compatible with the Oculus Touch 

controllers. Additionally, the device can be connected to a PC via the Oculus Link cable, 

providing access to PC VR content, and increased graphical capabilities (Oculus VR, 

2020). 

1.4.2.5 Haptic feedback 

Haptic feedback refers to the technology that provides tactile sensations to users through 

vibrations or forces, simulating the sense of touch. The different types of haptic feedback 

(Culbertson et al., 2018) commonly available in commercial hardware are: 

• Vibration feedback: This type of haptic feedback uses motors or actuators to generate 

vibrations, stimulating the sense of touch through oscillatory motion. It is commonly 

used in consumer electronics, such as smartphones, smartwatches, and gaming 

controllers. In this dissertation, for some of the experiments, the vibration feedback 

available in the Oculus Quest controllers (Fig. 9) are used for giving feedback to 

participants. We also developed custom devices to provide vibrotactile feedback for the 

experiment detailed in chapter 4. 

• Force feedback: Force feedback systems exert forces on users, simulating the feeling 

of touch or resistance when interacting with virtual objects. This type of haptic feedback 

is often used in more advanced applications, such as surgical simulations, virtual 

sculpting, or training scenarios. The Geomagic Touch10 (Fig. 9) was used in experiment 

detailed in chapter 4. It is commonly interfaced to a virtual scene, where a user holding 

the device handle can move and orient a digital probe in 3D space. The device provides 

coherent force feedback along the three orthogonal directions when the probe interacts 

with virtual objects. 

 
10 hKps://www.3dsystems.com/hap6cs-devices/touch 
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• Tactile feedback: Tactile feedback focuses on the cutaneous area using various 

technologies, such as (but not only) electrostatic or pneumatic actuators, to create 

surface texture or shape changes that mimic the feeling of touch. This type of haptic 

feedback is used in applications like wearable devices or touchscreens. 

 

Figure 9 Two common types of haptic feedback devices. On the left is a Geomagic Touch which recreates directional force 
feedback the user’s hands when interacting with virtual objects. On the right is an Oculus Quest 2 controller which provides 

vibrations to the user’s fingers and palm depending on their actions inside the virtual environment. 

1.5 Dissertation structure 

The following outlines the structure and content of the subsequent chapters and provides a 

brief overview of each chapter and its contribution to the overall dissertation. 

1.5.1 Chapter 2: Systematic literature review and industry case studies on IVR based 

industrial skills training 

1.5.1.1 Systematic literature review 

The systematic literature review analysed 78 representative studies (see Fig.10 for the process) 

to answer three key questions: Is IVR an effective training method for industrial skills training? 

How is research in this field applied? How can we make IVR training more effective and 

applicable for remote training? The results showed that IVR is a promising training method 

with high effectiveness scores. The analysis also revealed several gaps in the application of 

IVR training, for instance a lack of learning theories in the design process and limited metrics 

beyond time and scores. The study exposed unexplored avenues of research, including the 

utilisation of biosensors for data collection, haptics that increases realism and applications with 

remote training potential. The research was published in the journal Behaviour and Information 

Technology under the title “A Systematic Review of Immersive Virtual Reality for Industrial 

Skills Training”  (Unnikrishnan Radhakrishnan, Konstantinos Koumaditis, et al., 2021).  
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Fig. 10. The systematic literature review process. 

1.5.1.2 Industry case study 

The case study depicts three cases from the Danish industry (Fig. 11) to showcase the 

motivation, technology, design, and perception of IVR adoption. The research questions 

addressed here include the motivation for IVR adoption, the technological and design elements 

incorporated in IVR training and the assessment and perception of IVR training by 

stakeholders. The methodology of the research involves a thorough inspection of each case, 

including semi-structured interviews, inspection of the IVR application and field studies, and 

analysis of open published data and available reports. The three cases described are Siemens 

Gamesa, a Spanish-German wind engineering company, DSB, the largest Danish train 

operating company, and Grundfos, the largest pump manufacturer in the world. This research 

was published as a paper proceeding in IEEE VR 2021 and was titled “Immersive Virtual 

Reality Training: Three Cases from the Danish Industry” (U. Radhakrishnan et al., 2021). 
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Fig. 11. Case studies on the use of IVR in the Danish industry. 

1.5.2 Chapter 3: Investigation of Effectiveness of VR for fine motor skills training and the 

link to physiological arousal 

This chapter details an experiment which investigates the effectiveness of IVR for training 

participants in a fine motor skill task (buzz-wire) and its link to physiological arousal. The 

results showed that VR training (Fig. 12) is as good as or even slightly better than physical 

training in improving task performance, and participants trained using IVR reported an increase 

in self-efficacy and immersion. The study highlights the potential of using arousal and training 

performance data for designing adaptive VR training systems. This chapter has been published 

in the Virtual Reality journal under the title: “Investigating the Effectiveness of Immersive VR 

Skill Training and its Link to Physiological Arousal” (Radhakrishnan, Chinello, et al., 2022). 

 

Fig. 12. (Left) VR setup for the motor skills training experiment. (Right) Physical setup. 

1.5.3 Chapter 4: Haptic Feedback, Performance and Arousal: A Comparison Study in 

an Immersive VR Motor Skill Training Task 

This chapter explores the connection between fine motor skill training in VR (see Fig. 13), 

haptic feedback, and physiological arousal. The experiment, involving 73 participants, 



 

33 
 

compared the effects of three feedback conditions: visual/kinesthetic, visual/vibrotactile, and 

visual only (i.e., no haptic feedback). Results showed performance improvements across all 

conditions but no change in self-efficacy, presence, or task load. The visual/kinesthetic 

feedback condition led to higher physiological arousal compared to the visual/vibrotactile 

condition, and higher arousal levels correlated with better performance. The findings suggest 

that haptic feedback can influence arousal levels, encouraging further research on its potential 

for enhancing motor skill training in VR. This chapter is under journal review and is titled 

“Haptic Feedback, Performance and Arousal: A Comparison Study in an Immersive VR Motor 

Skill Training Task”. 

 

Figure 13. Setup for the haptics experiment with a Geomagic Touch (for kinesthetic feedback) and a custom handle for 
vibrotactile feedback during training. 

 

1.5.4 Chapter 5: A Controlled, Preregistered Experiment on Self-Efficacy and 

Performance in Adaptive Virtual Training 

This chapter examines the effectiveness of adaptive versus fixed training in an immersive 

virtual reality (IVR) setting (see Fig. 14) for fine motor skill development. Participants (N = 

130) were randomly assigned to adaptive or fixed training groups. The results showed no 

significant differences between the groups in terms of performance or self-efficacy, indicating 

that more research is needed to determine when adaptive training is beneficial. Overall, training 

improved participants' accuracy and speed in a virtual test, but transfer of skill to real-world 

tasks showed mixed results, with increased accuracy but reduced speed.  This chapter is an 

unpublished draft titled “Training, Quickly and Accurately: A Controlled, Preregistered 

Experiment on Self-Efficacy and Performance in Adaptive Virtual Training”. 
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Figure 14 Screenshots from the adaptive IVR training experiment: (a) speed focused training, (b) & (c) accuracy focused 
training. 

1.5.5 Chapter 6: Discussion and conclusion 

This concluding chapter offers a comprehensive discussion of the research conducted 

throughout this dissertation, emphasizing its key contributions to the field. Additionally, it 

presents a critical examination of the study's limitations and identifies potential areas for future 

research and exploration. 
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Chapter 2 - Systematic literature review and industry case studies on VR-

based industrial skills training 
This chapter depicts the current state of Immersive Virtual Reality (IVR) in the context of 

industrial skills training by presenting a two-fold analysis. The first subsection provides a 

comprehensive systematic review of the academic literature, highlighting the use of IVR in 

industrial skills training, as well as the current understanding of its effectiveness and the 

research gaps that exist. The second subsection offers a closer look at real-world applications 

by discussing three industry case studies from the Danish market. These case studies showcase 

the motivation behind adopting IVR for industrial training, the technological and design 

characteristics implemented, and the stakeholders' perceptions of its applicability. By 

integrating both academic and industry perspectives, this chapter aims to present a well-

rounded understanding of the current landscape and potential future developments in IVR for 

industrial skills training. 

2.1 A Systematic Review of Immersive Virtual Reality for Industrial Skills Training  

Virtual reality (VR) training offers the capability to industrial workers to acquire skills and 

address complex tasks by immersing them in a safe and controlled virtual environment. 

Immersive VR (IVR) training is adopted in many diverse settings, yet little systematic work 

currently exists on how researchers have applied it for industrial skills training and if it holds 

the potential to be applied remotely. In this review, 78 representative studies were analysed to 

answer three key questions: Is IVR an effective training method for industrial skills training? 

How is research in this field applied? And how can we make IVR training more effective and 

applicable for remote training? We can testify that IVR is a promising training method with 

high effectiveness scores. However, our analysis has uncovered several gaps in the application 

of IVR training, like the lack of learning theories in the design process and limited metrics 

beyond time and scores. Additionally, our review also exposed unexplored but intriguing 

avenues of research, like the utilisation of biosensors for users’ data collection, haptics that 

increases realism and applications with remote training potential.  

2.1.1 Introduction 

Effective industrial training has always been paramount. Beyond the undeniable value of health 

and safety training, literature reports that the costs of fail-to-recall procedural tasks, for 

example in a production environment, are high and that errors can be catastrophic for the 
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product and the overall production costs (A.-C. Falck et al., 2010). Similar shortcomings apply 

when errors occur beyond the production line, for example in the assembly of machinery or 

instalment of electronic components in the field of business or hard-to-access locations, such 

as offshore wind turbines or oil drilling rigs (U. Radhakrishnan et al., 2021; Reason & Hobbs, 

2017). Still, providing effective training is not an easy task. The literature identifies variations 

in the way one can design, deliver and implement training programmes (Salas et al., 2012). On 

average, organisations spend 10% of their budget on learning tools and technologies, with the 

most popular ones being e-learning platforms, learning management systems and simulations 

(Freifeld, 2018). These investments in training activities allow organisations to adapt, compete, 

excel, innovate, produce, follow safety precautions, improve services and achieve business 

goals (Grossman & Salas, 2011).  

As of late, a new innovative wave of interactive immersive virtual reality (IVR) systems is 

being utilised for industrial training (Radianti et al., 2020). The need for such implementations 

echoes the industrial requirements for cost-effective, safe, scalable, modular, and mobile 

systems and their potential to increase training effectiveness. From a virtual reality hardware 

perspective, this demand is covered by the availability of various head-mounted displays 

(HMDs), either low-budget for mobile devices, such as Google Cardboard and Samsung Gear 

VR, or high-end VR equipment like HTC VIVE and Oculus Rift. The availability of such 

devices and newcomers like the untethered Oculus Quest create an HMD market valued at 

USD 44.7 billion by 2024 with a compound annual growth rate (CAGR) of 33.5% during the 

forecast period (MarketsAndMarkets, 2019). A market that due to the COVID-19 restriction 

for remote work has the potential to mature at an even faster rate.  

Research in IVR training systems depicts numerous benefits, including soft-skills acquisition 

(Daniel Eckert & Andrea Mower, 2020), increased engagement, presence and immersion 

(Buttussi & Chittaro, 2018; Jensen & Konradsen, 2018) and reduced cognitive load (Sun et al., 

2019), to name a few. Therefore, it is not surprising that there is a growing interest from 

industry to invest in and academia to research this phenomenon. In terms of the latter, one may 

find several literature reviews spanning education (Jensen & Konradsen, 2018; Pellas et al., 

2019; Radianti et al., 2020), serious games (Checa & Bustillo, 2019; Feng et al., 2018), 

adaptive systems (Zahabi & Abdul Razak, 2020), rehabilitation (Rose et al., 2018) and operator 

training simulators (Patle et al., 2019). While these reviews establish a solid ground for VR-

based training, they do not provide a focus on industrial training. Thus, in this paper, we 
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investigate the use of IVR in industrial settings and try to answer the following research 

questions (RQ): 

RQ1 What types of skills does immersive VR training provide in the industry?  

RQ2 Which learning theories are utilised in immersive VR industrial skills 

training?  

RQ3 Which research designs, data collection methods and data analysis 

methods are utilised in immersive VR industrial skills training?  

RQ4 What HMD technologies, biosensors and haptics are utilised in immersive 

VR industrial skills training? 

RQ5 What levels of effectiveness of immersive VR are reported in industrial 

skills training? 

RQ6 How applicable are current immersive VR applications to be provided as 

remote training solutions? 

 

Herein, a systematic review of the existing VR research is presented with this section being the 

introduction, followed by section 2.1.2 that depicts the theoretical background, section 2.1.3 

discusses previous systematic reviews, section 4 details the review process, section 2.1.5 

explains the results, section 2.1.6 discusses the findings, section 2.1.7 lists future research 

directions and finally, section 2.1.8 summarizes the conclusions.   

2.1.2 Theoretical background 

In the following, we synthesise the three distinctive topics addressed in this review: immersive 

virtual reality, remote virtual training, and industrial skills training.  

2.1.2.1 Immersive VR 

Virtual reality, the artificially generated interactive digital environment designed to simulate 

real life, is mostly characterised by two attributes, namely ‘immersion’ and ‘presence’. Herein 

with immersion, we refer to the “objective level of sensory fidelity a VR system provides” 

(Bowman & McMahan, 2007), whereas presence refers to the subjective experience of the user 

resulting from being in the immersive environment (Jensen & Konradsen, 2018). In most cases, 

immersive VR systems comprise robust tracking systems, head-mounted displays with in-built 
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or external motion tracking sensors that grasp minute movements which refresh the visual 

stimuli close to real-time and thus provide deeper immersion. In an IVR experience, the user 

is frequently isolated from external visual cues and uncontrolled stimuli from his/her own 

physical world, allowing him/her to experience a highly engaging, interactive setting. 

Interactivity in such a setting allows the user to act, transform the IVR experience and interact 

with objects and tools in a desirable manner (Radianti et al., 2020). 

2.1.2.2 Remote virtual training 

Remote training refers to a training activity that is provided at a relative distance from a 

physical instructor and/or the main place of work (i.e., place and/or physical setting in which 

the trainee worker will apply his/her acquired skills). E-learning, online courses, webinars, and 

virtual training are common components of a remote training endeavour. In the case of virtual 

training, one may add digitisation and gamification of real-life scenarios, engaging and 

immersive digital content, human-computer interaction and, of course, immersive virtual 

reality. The latter is addressed in this paper.  

 

VR and remote training are quite interweaved terms with overlapping characteristics (i.e., 

digital content, gamification, use of technology, etc.). However, it is our understanding that VR 

training is not always remote or at least holds the same level of mobility, either, due to the 

physical presence of a trainer, or grounded technological apparatus (i.e., haptic and positioning 

sensors) or both. Thus, as part of this research, we aim to expose the degree to which current 

immersive VR applications can be provided as remote training solutions and discuss the 

potential of IVR systems to become remote.  

2.1.2.3 Industrial skills training 

The term ‘skill’ refers to the ability to perform an action/task/job with determined results often 

within a given array of performance criteria like time, effort, etc. In many cases, skills are 

divided into domain-general and domain-specific skills. In this review, we adopt the term 

“industrial skills” to refer to a wide spectrum of skills required to perform one’s job in an 

industrial setting. However, our scope is to focus on a blend of the following four categories: 

• Perceptual motor or psychomotor skills involve skills that require hand-eye 

coordination to solve the problem; wood carving and surgical skills are illustrative 

examples. 
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• Procedural skills refer to the learning of processes and sequences important in scenarios 

like learning safety and evacuation procedures or in the operation and assembly of 

machinery. 

• Decision-making or problem-solving skills involve the skill of selecting one or a few 

alternatives out of many possible choices.  

• Spatial skill is the capacity to understand, reason and remember the spatial relations 

among objects or space. Visual-spatial abilities in VR are required for navigating in the 

virtual environment, understanding or estimating distance and measurement, or 

understanding and placing 3D objects. 

Industrial skills training is crucial to the economic development and competitiveness of nations 

(Tabbron & Yang, 1997). In a 2011 report by Deloitte and the Manufacturing Institute, it was 

found that among surveyed US manufacturers, a shortage of skilled manpower in machining, 

machine operation and crafting was negatively impacting the ability of manufacturers to 

expand operations and innovate (Morrison et al., 2011). They also observed that – as the nature 

of manufacturing jobs is rapidly changing, fuelled in part by automation – the skill levels of 

their current employees failed to catch up. In fact, in the same report, 74% of the surveyed 

companies felt that the shortage of skilled production workers had a negative impact, as 

compared to 19% for scientists and engineers. They further observed that a lack of problem-

solving skills was the most serious skill deficiency among the respondent companies’ 

workforces. To alleviate this, a new innovative wave of e-learning systems, among them 

interactive immersive VR solutions, is being used as training tools (Radianti et al., 2020). The 

need for such implementations echoes the industrial requirements for cost-effective, safe, 

scalable, modular and mobile systems as well as their current needs to increase training 

effectiveness. 

2.1.3 Previous systematic literature reviews  

Several, previous literature reviews hold merit and truly constitute the point of departure for 

our literature review. Examples of previous reviews include Radianti et al. (2020), Checa and 

Bustillo (2019), Feng et al. (2018), Jensen and Konradsen (2018), Suh and Prophet (2018) and 

Zahabi and Abdul Razak (2020). However, to contribute to theory, our study aims to fill the 

gaps in the existing literature. We intend to do so by placing the focus on the following two 

areas: 
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Immersive VR and industrial skills training – None of the above-mentioned reviews 

exclusively centred on IVR in an industrial setting. For example, Checa and Bustillo (2019) 

examine serious games and apply bibliographical, technical (typology) and evaluation 

(typology and methods) analysis, and only partially investigate training. Suh and Prophet 

(2018) identify several distinctive domains that use immersive technologies, including 

education, entertainment, healthcare and marketing; however, they do not map these in their 

analysis, neither do they focus exclusively on IVR. Other reviews deal with education and 

learning with an interesting but partial focus on industrial applications (Jensen & Konradsen, 

2018; Radianti et al., 2020), and others investigate fascinating but narrow areas of interest like 

evacuation (Feng et al., 2018), operator training (Patle et al., 2019), or adaptive systems 

(Zahabi & Abdul Razak, 2020). 

 

Use of haptics, biosensors and potential for remote training – In addition to the gaps described 

earlier, five reviews do not identify the typology and application of haptic systems and sensors 

in connection with VR training in industrial settings. One of the five, Suh and Prophet (2018), 

mentions the utilisation of haptic systems and sensors as technological stimuli, for sensory 

modality, perceptual stimuli and affective reaction, respectively; yet they do not proceed to a 

mapping or thorough analysis. On the other hand, Zahabi and Abdul Razak (2020) indeed 

describe the applicability of sensors in IVR, but mainly for physiological data retrieval and 

with no in-depth typology characterisation. Finally, none of the reviews focuses on the potential 

of the IVR applications to be applied as remote training solutions. 

2.1.4 Review process 

The filtering process was carried out following the Preferred Reporting Items for Systematic 

Literature Reviews and Meta-Analyses (PRISMA) framework (Moher et al., 2009). The papers 

were filtered following identified inclusion and exclusion criteria, which are listed in detail in 

the subsections below and depicted in Figure 15.  

2.1.4.1 Search databases 

We chose three prominent search databases with a strong focus on technology (Scopus, Web-

of-Science and IEEE-Xplore) to build our literature review using the identified search terms. 

The decision was made after a thorough inspection and in recognition of a) the complexity (in 

format styles) that adding all the databases would cause and b) the fact that, in most cases, the 

data (publications) were repeated across the databases. Grey literature, like white papers from 
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the industry, is absent from the review as only peer-reviewed academic publications were 

included. The search term in all three databases contained papers available online ranging from 

January 2010 to December 2020. We focused on papers after 2010 because immersive virtual 

reality research expanded greatly in the last decade, especially ever since the Oculus Rift and 

other commercial HMDs were released into the market. Similar literature reviews have 

timespans of the last decade, e.g. Suh and Prophet (2018) with 2010-17 and Jensen and 

Konradsen (2018) with a range of 2013-2017. And those that span beyond the last decade end 

up with representative papers mostly from the last ten years (Radianti et al., 2020; Zahabi & 

Abdul Razak, 2020). 

 

Figure 15 Literature review process 

2.1.4.2 Search terms - Keywords 

We formulated the following generic logical expression as the basis for the search strings across 

the three databases:  

“VIRTUAL REALITY” OR “VR” AND “EDUCAT*” OR “SKILL*” OR 

“LEARN*” OR “TEACH*” OR “TRAIN*” IN TITLES, ABSTRACTS AND 

PUBLICATION YEAR >=2010 AND PUBLICATION YEAR <=2020 



 

42 
 

The star (*) symbol, when applied in the search terms, is the generic method to represent 

variations of the same term, for example, EDUCAT* represents the terms “educate”, 

“education”, “educator”, “educating”, etc. Furthermore, only the title and abstracts were 

included in the search parameters, as the keyword listings and abstracts can be quite generic 

and yield papers that have little relevance for the research questions being asked. The specific 

search expressions used in the three databases are listed in the Appendix. The three databases 

produced 13715 publications in total. 

2.1.4.3 Automatic and semi-automatic filtering   

Since the size of the combined database was substantial at 13715 publications, we employed 

automatic and semiautomatic filtering methods mentioned in the following sub sections to 

reduce the size of the resulting database. 

2.1.4.3.1 Removing duplicates and incomplete entries 

Duplicates were removed based on the publication title by using inbuilt functions in MS Excel. 

We also found several incomplete entries with most of the fields missing. These publications 

were checked in the original databases to ensure that legitimate entries were not discounted, 

and, after this, the remaining incomplete entries were removed.  

2.1.4.3.2 Citation ranking 

After duplicates that could be identified by an Excel search were removed, the database had 

6420 unique papers. An automated filtering method was developed to identify high-quality 

papers in the database between 2010 and 2018, which filtered out those which did not have 

substantial citations in relation to their age (as they are not likely to be representative of the 

field). The Article Citation Rate (ACR) as suggested by Hutchins et al. (Hutchins et al., 2016) 

was calculated for each paper using the formula : 

ACR =
Total	citations	to	article

Last	year	in	citation	database − Year	of	article	publication 

The ACR gave a balanced weight to recent papers with fewer citations compared to papers with 

higher citations but old publication dates to help identify higher quality papers. We 

experimented with different ACR cut-off values and adopted a value of 2. For example, we 

found 673 papers with an ACR greater than or equal to 3, 1100 papers with an ACR greater 

than or equal to 2, and 1970 papers with an RI greater than or equal to 1. As an illustration, an 

older paper from 2011 with 5 citations would get an ACR score of 0.6 (5/9) which is lesser than 
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2 and thus rejected, while a paper with 25 citations from the same year would get a score of 2.8 

(25/9) which would then be included. The possibility of papers missing the threshold by a few 

points does exist, but as these papers are likely to be marginal in their impact (in terms of 

citations as a proportion to their age), they are not likely to impact the purpose of the literature 

search. The 1100 papers with an ACR greater or equal to 2 between 2010 and 2018 was 

combined with all papers (regardless of their ACR score) from 2019 and 2020 resulting in 2439 

papers that were fed into the semi-automatic filtering stage detailed in the next section.  

2.1.4.3.3 Semi-automatic filtering based on exclusion criteria  

The exclusion criteria were defined based on user type, application domain and technology, 

removing studies involving applications for users with mental disabilities (due to the narrow, 

specialised focus of these studies), non-industrial use cases and non-immersive VR. In more 

detail: 

• Exclusion criteria based on ability: Parkinson’s, rehabilitation, autism, stroke, 

ADHD, multiple sclerosis, elderly, schizophrenia, Alzheimer’s, depression, Down’s 

syndrome, dyslexia, injury, PTSD, dementia, patient, deaf, stress, cybersickness, 

fatigue, motion sickness. 

• Exclusion criteria based on technology: Papers which does not use any IVR at all but 

uses desktop VR, AR, CAVE, spherical/360 videos, machine learning not related to 

training, web-based VR. Papers comparing IVR to other VR technologies are not 

excluded.  

• Exclusion criteria based on domain/setting: school, higher education, sports, soft 

skills, cybersecurity.  

• Exclusion criteria based on quality: non-peer-reviewed articles. 

• Other exclusion terms: child, science, elementary, museum, library, cultural heritage, 

art, architecture, tourism, language learning, foreign language learning, wireless LANs, 

soft skills, communication skills, public speaking, STEM, STEAM, special education, 

dance, remote/virtual labs, animal cognition, distance teaching. 

2.1.4.3.4 Manual filtering 

After the semi-automatic filtering stage was completed, 802 papers remained in the database 

for our consideration, providing a comprehensive body of literature, which then further filtered 

through manual processes (see Figure 15). First, a voting protocol was devised among the three 
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authors, with a mark of ‘1’ for acceptance and ‘0’ for rejection based on the title, abstract, other 

bibliographic details and the main parts of the paper (if they chose to). This process was first 

tested and discussed on a sample of 100 papers. A Fleiss Kappa (Fleiss, 1971) inter-rater 

reliability score of 0.578 was calculated on the 802 ratings by three judges, showing moderate 

agreement (0.41-0.60). Papers with a score of three (i.e., all three authors agreed on their 

inclusion) were directly accepted for final review, while those with a score of two (i.e., where 

one of the authors disagreed) were marked for further detailed discussion, and only those with 

a score of one or zero were rejected. Following this process, 78 papers were identified for a 

detailed analysis. 

2.1.4.4 Classification framework 

Five research questions were proposed to be answered by the representative body of literature, 

78 papers in our case. To do so, a set of coding parameters and categories were created and 

based on these, the analysis took place. The next sections contain a detailed description of this 

categorisation used in our detailed analysis of the 78 papers. 

2.1.4.4.1 Industry classifications 

For the industry classification, inspiration was drawn from the Global Industry Classification 

Standard (GICS) (S&P Global & MSCI, 2018) with the addition of two domains, i.e. those of 

manufacturing and emergency services, as seen in Table 1.  
Table 1 Industry classifications 

Domain Definition 

Aerospace & 

Defence 

Producers of civil or military aerospace and defence equipment, parts, 

services or products.  

Construction & 

Engineering 

Companies engaged in primarily non-residential construction. 

Includes civil engineering companies and large-scale contractors.  

Education Services Companies providing education services, either online or through 

conventional teaching methods. Includes universities, correspondence 

teaching, providers of educational seminars, educational materials and 

technical education.  

Healthcare 

(Providers, Services 

& Technology) 

Providers of patient healthcare services and companies providing 

information technology services primarily to healthcare providers. 
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Manufacturing Manufacturing companies and related processes like assembly, 

factory management, maintenance and on- and off-premises training 

scenarios (health and safety, ergonomics, etc.). 

Transportation 

(Infrastructure & 

Trucking) 

All transportation infrastructure and companies providing primarily 

goods and passenger land transportation.  

Metals & Mining  Companies engaged in the diversified production or extraction of 

metals and minerals. 

Emergency 

Services 

This sector provides a wide range of prevention, preparedness, 

response and recovery services during both day-to-day operations and 

incident response. In this paper, the focus is on industrial fire 

departments and private emergency/medical training service 

providers. 

Utilities (Water & 

renewables) 

Companies that purchase and redistribute water to the end consumer 

and companies that engage in the generation and distribution of 

electricity using renewable sources. 

Unspecified/generic The industry is not mentioned, abstracted tasks which hold the 

potential to be applied to industrial use cases. 

 

2.1.4.4.2 Skills  

Industrial skills range from the fine motor skills required of a surgeon suturing an incision to 

the safety procedures needed when a factory worker operates a piece of machinery. Since 

existing classification taxonomies around industrial skills are wide-ranging, we propose four 

categories for this study, as depicted in Table 2. Soft skills were not part of the categorisation, 

as their useful but generic attributes can be applied in any work setting and thus might dilute 

our focus on industry. 
Table 2 Categories of industrial skills coded 

Category Definition 

Perceptual motor/ 

psychomotor 

skills 

Learning skills that require hand-eye coordination to solve the problem. 
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Procedural skills Learning of processes and sequences. 

Decision-making/ 

problem-solving  

Learning non-linear processes where optimal strategies out of many 

options need to be selected. 

Spatial Understanding, reasoning and remembering the spatial relations among 

objects or space. 

 

2.1.4.4.3 Learning theories 

Learning theories provide a theoretical framework in which the IVR training and testing occur. 

A set of learning theories, as they were also exposed from the 78 representative studies, are 

listed in the Appendix where a table with the theories along with their descriptions is depicted.  

2.1.4.4.4 Research design framework 

To provide the reader with a comprehensive overview of the methods used to collect the data, 

we adapted the overview prepared by Radianti et al. (2020), as shown in Table 3. The adaptation 

is based on the variations of the designs identified in the literature.  
Table 3 Research data collection design 

Category Definition 

Development A design- or development-oriented study that documents the overall 

development process. 

Experimental 

design 

An experimental/comparative study. 

Case study A study in which data are collected from a bounded system, population 

or a specific entity. 

 

We also classify the publications according to the type of experimental method they include, 

as described in Table 4. To aid the reader to reflect on the validity and generalisation of the 

results, it is important to know the number of participants in the VR experiment. Thus, the 

average number of participants per condition, which, in the case of between-subjects 

experimental studies, is the total number of participants divided by the number of experimental 

conditions, can be seen in the analysis section. Additionally, in the case of within-subjects and 

preliminary study methods, the number of total participants is considered.  
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Table 4 Experimental methods 

Category Definition 

Between-

subjects 

Users are assigned to different groups with one or more conditions 

differing across groups. 

Within-subjects The same group of users is exposed to one or more conditions. 

Preliminary 

study/ survey 

There is no experiment, and only survey data is collected, usually for 

pilot studies. 

No study No user study is performed. 

 

2.1.4.4.5 Data collection methods  

IVR training can employ various objective and subjective measures, which are then analysed 

to understand the effectiveness of the experiment or technology. Objective measures, like task 

completion time, reaction time or performance scores, form part of our analysis as well, as 

described in Table 5.  

 

Table 5 Time-based measures 

Category Definition 

Reaction time Time elapsed between a stimulus and a response from the user. 

Task completion 

time 
Time elapsed between the start and end of a task. 

 

Regarding the subjective measures, four main categories are included, as seen in Table 6. 

Examples of techniques that aid researchers in measuring cybersickness are the simulator 

sickness questionnaire (SSQ) (Kennedy et al., 1993) and the motion sickness scale (Keshavarz 

& Hecht, 2011). Additionally, for usability measurement, one may use the system usability 

scale (SUS) (Brooke, 1996) and/or the questionnaire for intuitive use (QUESI) (Naumann & 

Hurtienne, 2010). For the task load, the most popular choices are the NASA-TLX (task load 

index) (Hart & Staveland, 1988), the instantaneous self-assessment (ISA) technique (Tattersall 

& Foord, 1996) and the SIM-TLX (simulation task load index) (Harris et al., 2019). Finally, 
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immersion metrics include the presence questionnaire (Witmer & Singer, 1998) and the Igroup 

presence questionnaire (IPQ) (Schubert et al., 2001).  
Table 6 Data collection methods 

Category Definition 

Cybersickness Measures if the user feels nauseated during or after the IVR experience. 

Usability Measures subjective usability data, usually through surveys. 

Task load 
Measures the cognitive load of the IVR system or learning tasks on the 

user.  

Immersion Measures the feeling of immersion or presence felt by the user while 

using the system. 

 

2.1.4.4.6 Data analysis methods  

For the analysis of data, a variety of statistical approaches were identified, including ANOVA 

(analysis of variance), Student’s t-test, the Games-Howell post-hoc test, etc. (a detailed 

overview can be seen in section 2.1.5.3.3). Additionally, when a publication contains no 

statistical analyses, it is placed in the “no method” category. 

2.1.4.4.7 Technologies 

We identify the various head-mounted displays (HMDs) used in the publications, including the 

HTC VIVE, HTC VIVE Pro, Oculus Rift, FOVE HMD, Acer MR and Google Cardboard. In 

addition to that, we categorise the training space of the IVR system as room-scale (i.e., 

interactions/training happen in a room-scale space, allowing the user to walk around), arm-

scale (interactions/training happen in a limited space within arm’s reach) and “not mentioned” 

in case the interaction/training space is not mentioned or cannot be deduced from the 

publication. The “unspecified” categorisation is provided when the software or game engine 

used to create or run the IVR training is not mentioned. 

2.1.4.4.8 Biosensors 

Biosensors measure bio-signals in the body, including gaze patterns, heart rate, skin 

conductance, error potentials in the brain, etc. that indicate different aspects of the user’s mental 

and physiological state such as attention, arousal and fatigue. Biosensors available for research 
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are EEG (electroencephalography), GSR (galvanic skin resistance), pupil tracking and HRV 

(heart rate variability), as seen in Table 7. The papers are also coded for the presence of 

biosensors as well as their placement on the body (fingers, head, wrists and chest). 
Table 7 Categories of biosensors 

Category Definition 

Skin 

conductance 

GSR (galvanic skin resistance) indicating user stress levels. 

Heart rate 

signals 

Heart rate variability using PPG (photoplethysmography), also known as 

blood volume pulse sensor. 

Brain signals Electroencephalogram (EEG) electrodes placed on the head (usually the 

scalp). 

Eye tracking Tracking of pupil size and position usually mounted inside the VR HMD. 

 

2.1.4.4.9 Haptics 

Haptics, or specifically computer haptics, refers to the hardware and software enabling the 

display of haptic stimuli/feedback to the human user (Srinivasan & Basdogan, 1997). For this 

study, we classify haptics technologies into four categories, namely wearable, pseudo, portable 

and grounded haptics, as seen in Table 8.  
Table 8 Categories of haptic devices 

Category Definition 

Wearable  Devices with embedded technology that can be worn on the body to provide 

force feedback (gloves, exoskeletons) (Pacchierotti et al., 2017). 

Pseudo Objects and surfaces in the training space which require active interaction by the 

user (e.g., the user grabs a physical cylinder which in the VR environment 

corresponds to a lever) (Li et al., 2014). 

Portable  Non-grounded, mainly user-held devices that have various interfaces for user 

interaction and whose rotation and position are tracked in 3D space. They may 

have inbuilt vibration motors for haptic feedback (e.g., Oculus Touch, VIVE 

Controllers). 



 

50 
 

Grounded  Mechanical devices which are physically connected to the training space and 

provide force feedback to the user’s hands or fingers (e.g., Geomagic Touch, 

Novint Falcon) (Biggs & Srinivasan, 2002). 

 

2.1.4.4.10 IVR effectiveness 

It is possible to establish the effectiveness of IVR-based training as compared to conventional 

desktop-based VR or the original physical training scenario. Table 9 shows such a coding 

scheme alongside the definition of each of the four categories. 
Table 9 Measures of IVR training effectiveness 

Category Definition 

Effective 
IVR-based training is more effective than the alternative (desktop, physical 

training, etc.). 

Not as 

effective 

IVR-based training is less effective compared to the alternatives. 

Inconclusive There is no definite evidence to suggest the better training scenario. 

Not applicable A comparison between IVR and non-IVR training is not described or does 

not involve any user study at all. 

 

2.1.4.4.11 IVR remote training 

To highlight the applicability of IVR applications against remote training, the following 

categorisation was applied, as seen in Table 10. In the table, the categories and a description 

for each are provided.  

Table 10 Categories of IVR training 

Category Definition 

Autonomous 

Training 

Instructions are available inside the VR environment in the form of 

audio, video and text. The physical presence of the trainer is not 

required. 

Guidance/Monitoring Continuous involvement of a trainer or operator is needed. This is 

in the form of continuous physical assistance or feedback to the 

user, and also in the form of monitoring of the VR training. 
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Initial 

Guidance/Setup 

Only initial involvement by a trainer or operator is needed to assist 

the user in using the VR software and hardware environment.  

Remote Guidance An expert or trainer is present at a remote location and trains the 

user in the form of an avatar and/or with the help of audio, visual 

or text cues. 

Remote Peer 

Collaboration 

Learning is facilitated between a group of remotely located users 

(trainees) connected via avatars and/or audio, video or text 

communication. 

 

Additionally, a categorisation of the technical requirements for each application is exposed 

with the following three categories, as depicted in Table 11. In the table, the three categories 

indicate the required devices and define the parameters of the devices’ use.  

Table 11 IVR training applications’ technical requirements 

Category Definition 

VR Headset Kit Standard VR kit including HMD (Head Mounted Display), 

integrated or external trackers, handheld controllers, PC and 

peripherals, and/or eye tracking attachments. 

VR Headset Kit + 

1 Additional 

Device 

VR headset kit along with at least one additional device (biosensor, 

grounded haptic device, pseudo-haptic object, portable haptic device, 

wearable haptic device, handheld game controller) 

VR Headset Kit + 

Multiple Devices 

VR headset kit along with at least multiple devices (biosensor, 

grounded haptic device, pseudo-haptic object, portable haptic device, 

wearable haptic device, handheld game controller) 
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2.1.5 Results 

2.1.5.1 Trends in skills training (RQ1: What types of skills does immersive VR training 

provide in the industry?) 

 

Figure 16 Distribution of skill types across industries and publications 

Procedural skills were found to be the most dominant skill type trained at 45% (N=35), 

followed by perceptual-motor skills at 33% (N=26), decision-making skills at 17% (N=13) and, 

finally, spatial skills at 5% (N=4), as depicted in Figure 16. In the subsequent sections, a 

detailed analysis will be presented. 

Procedural skills 

Of the 35 publications focusing on procedural skills, half of the publications (N=12) were from 

the manufacturing sector. Some illustrative examples include training factory workers to learn 

the steps for working with industrial robots to lay tapes for building aerospace composite parts 

Matsas and Vosniakos (2017), Wang et al. (2019) building an IVR training system that enabled 

a remote expert in VR to train a local worker in a task involving the assembly of a vice in a 

manufacturing setting, and Winther et al. (2020) providing a sequential pump maintenance task 

to novice apprentices in an industrial setting.  

Perceptual motor skills 

Among all publications focusing on perceptual-motor skills (N=26), most were in the 

healthcare domain (N=19), focused on teaching some variety of fine or gross motor skills. 

Popular examples of this training method include four publications on variations of endoscopic 

surgical skills (Frederiksen et al., 2020; Huber et al., 2017; Jain et al., 2020; Li et al., 2020) 



 

53 
 

and three on hip replacement surgery (Hooper, Tsiridis, Feng, Schwarzkopf, Waren, Long, 

Poultsides, Macaulay, Papagiannakis, Kenanidis, et al., 2019; Knopp et al., 2018; Panariello et 

al., 2019). 

 

In addition to healthcare-related publications, our findings on publications on perceptual-motor 

skills also include two papers in the defence domain, one in emergency services and 

manufacturing and three papers in the unspecified/generic domain. In the defence domain, the 

two publications addressed shooting training (Muñoz et al., 2019) and an abstract scenario 

(Kohli, 2010) where differently shaped virtual objects were mapped to a single physical surface 

by subtly changing the location of the user’s fingers. The publication in the emergency domain 

considered training in the operation of a fire hose using a haptics-enabled simulator (Nahavandi 

et al., 2019), while the publication in the manufacturing domain involved a bimanual burr 

puzzle assembly task (Murcia-Lopez & Steed, 2018). In the unspecified/generic domain, S. 

Xiao et al. (2020) explored a drawing task, Harris et al. (2019) had a virtual block stacking task 

and Škola et al. (2019) had participants shoot down asteroids using brain motor imagery 

detected through EEG sensors. 

Decision-making skills 

13 publications focus on decision-making skills, half of them clustering in the manufacturing 

and unspecified/generic domains with four publications for each domain. Next are healthcare 

and transportation with two and finally education and emergency services with one publication 

each. A representative publication from the manufacturing sector is a study describing 

scenarios for training participants in identifying flaws in the layout plan for assembling a 

ceiling-mounted installation system (Hirt et al., 2019), and another is a study that had the 

training system learn complex assembly procedures from experts and then train novices to 

solve the assembly task using visual cues (Roldán et al., 2019). 

A healthcare example is an IVR system for training medical students in deciding between 

surgical treatment plans based on radiograph scans (Sakowitz et al., 2019), and in 

transportation, an IVR-based flight simulator trained participants in managing resources like 

fuel levels in different tanks (Luong et al., 2020). The only publication in education services 

focusing on decision-making skills involved an IVR-based visualisation of students’ eye gaze 

to train teachers in identifying distracted students (Rahman et al., 2020), and the only example 
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in the emergency services domain involved participants making route navigation decisions on 

exiting a virtual museum after a fire breakout (Cao et al., 2019). 

Spatial skills 

Only four publications refer to spatial skills. In more detail, Pollard et al. (2020) used a VR-

based scavenger hunt scenario to investigate the effects of levels of immersion on object 

recognition and discrimination tasks. Sun et al. (2019) measured the effect of the learning 

environment on spatial skills among high- and low-spatial-ability users by comparing an IVR 

environment to a slide presentation scenario, whereas Srivastava et al. (2019) focused on spatial 

learning for navigating a virtual environment across IVR and desktop-VR conditions, and 

Zinchenko et al. (2020) utilised IVR to train participants to identify anatomical features of a 

virtual heart. 

2.1.5.2 Learning Theories (RQ2: Which learning theories are used in IVR industrial skills 

training?) 

In 14% (N=11) of the total number of publications, the authors explicitly mentioned 13 learning 

theories, including, for example, constructivist learning theory (Akanmu et al., 2020), cognitive 

load theory (Frederiksen et al., 2020; Sun et al., 2019) and cognitive theory of multimedia 

learning (Meyer et al., 2019). The theories used in the papers are listed below (definitions are 

available in the Appendix).   

• Constructivist Learning Theory: Akanmu et al. use Constructivist learning theory to 

design their IVR- based posture training system based on the learner’s current and 

previous experience (Akanmu et al., 2020). 

• Cognitive Load Theory: Sun et al. applied Cognitive Load Theory (CLT) to measure 

the effectiveness of a spatial ability training system on users with high and low spatial 

ability (Sun et al., 2019), while Frederiksen et al. used CLT to design an experiment 

comparing the cognitive load between IVR and non-immersive conditions (Frederiksen 

et al., 2020).  

• Cognitive Theory of Multimedia Learning: Meyer et al. (2019) use the cognitive theory 

of multimedia learning to design their training scenarios where the content is designed 

to reduce intrinsic load (using the pre-training principle) while the experiment measures 

the impact of extrinsic cognitive load arising from the method of instruction (IVR vs 

desktop). 
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• Deliberate Practice Theory (DPT): Butt et al. (2018) designed a game based on IVR 

for training urinary catheterization which used principles of DPT and compared learner 

performance to a non-game, non-IVR group that learned the same skills in the 

traditional manner.  

• Fitts & Posner Stages of Motor Skill Acquisition: Carlson et al. use this framework to 

design and analyse implications of the learning in their scenario involving users 

learning how to solve an assembly puzzle across physical and IVR conditions (Carlson 

et al., 2015). Winther et al. (2020) also mention this theory as a background in their 

development of an IVR pump maintenance trainer. 

• Fowler’s Theory of Experiential Learning: Simeone et al. (2019) use this theory to 

create an IVR training system to train users in the underlying concepts of IVR design. 

• Experiential Learning: Akanmu et al. (2020) used Experiential Learning theory to 

motivate their study participants to take ownership of their skills through hands-on 

learning activities. 

• Gagne's Flow model: Wu et al. (2020) used Gagne’s flow model with its 9 instructional 

events for increasing learning performance among nurses (less needlestick injury). 

• Insight Learning: Collins et al. (2019) designed their bio-sensor-based system to detect 

insights that are correlated with learning according to Insight Learning Theory. 

• Knowles Theory of Adult Learning: Akanmu et al. (2020) adapted their IVR training 

system to focus on adult learners who need reasons for learning, and who learn better 

when they perceive the skills to be relevant to their daily lives. 

• Lander’s theory of gamified learning: Pollard et al. (2020) cite Landers’ model in the 

design of their IVR system, where immersive technology does not replace instructional 

content but helps in influencing the behaviour of the learner and influence learning 

impact.  

• Pre-training principle: Meyer et al. lessen the external cognitive load (Mayer & 

Moreno, 1998) of IVR training by using the pre-training where the names, shape and 

colour of cellular components were introduced before the actual training (Meyer et al., 

2019).   

• Thorndike transfer of practice: Winther et al. (2020) mention Thorndike transfer of 

practice and its relevance to virtual training environments which can minimize 

contextual change and lead to better learning recall. 



 

56 
 

2.1.5.3 Research design (RQ3: Which research designs, data collection methods and data 

analysis methods are utilised in IVR industrial skills training?) 

The data revealed that 82% of the publications applied an experimental design approach 

(N=64), including user surveys and between-/within-subjects studies, followed by 18% of the 

publications focusing on the design and development of IVR training without emphasising 

validation (N=14). Only one instance of a case study approach was reported in the data 

(Shamsuzzoha et al., 2019). Furthermore, the between-subjects validation method had the 

highest representation at 62% (N=48), followed by the within-subjects and preliminary 

study/survey with a share of 15% (N=12) each. Six publications did not mention any kind of 

validation (no study). In papers using between-subjects validation, healthcare had the highest 

representation with 20% (N=16), followed by manufacturing at 17% (N=13).  

2.1.5.3.1 Data collection  

Cybersickness  

18% (N=14) of the papers measured cybersickness. The measures used were the simulator 

sickness questionnaire (SSQ) (N=8) (Kennedy et al., 1993) and the motion sickness scale 

(N=2) (Keshavarz & Hecht, 2011). The other four papers collected non-standardised 

measurements of sickness that did not use pre-validated measures of cybersickness, but 

included questions related to it as part of the general user questionnaire employed in the studies. 

For example, Pérez et al. (2019) included sickness as one of the 12 questions in their user 

validation survey.  

Usability 

In the body of literature examined, 20% (N=16) of the papers measured usability. Among these 

papers, the system usability scale (SUS) was the most widely used (Brooke, 1996) with five 

papers applying it. The questionnaire for intuitive use (QUESI) was used by one publication 

(Li et al., 2020). The remaining papers measured usability using non-standardised methods; for 

example, Pérez et al. (2019) included usability questions as part of their survey, which also 

included other measures like presence. 

Task load 

17% (N=13) of the papers measured task load/difficulty (defined in Table 6). Among these 

papers, the NASA-TLX (task load index) was the most commonly used, represented in eight 
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of the publications measuring task load measures (N=13). Interestingly, in addition to the well-

established NASA-TLX, Harris et al. (2019) introduced the SIM-TLX measure, an adaptation 

of the NASA-TLX which has been validated for measuring task load in VR simulators. One 

publication used an onscreen adaptation of the instantaneous self-assessment (ISA) method to 

measure task load during the IVR training (Tattersall & Foord, 1996). Another publication used 

an auditory stimulus (beep sound) and measured the reaction time between the beep and the 

user’s response to the stimulus to measure cognitive load (Frederiksen et al., 2020). 

Immersion 

18% (N=14) of the papers measured aspects of immersion, presence, or embodiment. We 

observed a fusion of standardised measures (i.e., validated in previous literature), adapted 

measures (from a previously validated measure) and non-standardised measures (non-validated 

questions, usually asked with other data collection measures).  

• Standardised measures. Three papers referred to Witmer and Singer’s presence 

questionnaire (Witmer & Singer, 1998), and three followed the Igroup presence 

questionnaire (IPQ) (Schubert et al., 2001), Nichols et al.’s measurements of presence 

(Nichols et al., 2000) and an adapted form of the immersive tendencies questionnaire 

(ITQ) (Witmer & Singer, 1998), one for each paper. 

• Adapted measure. Škola et al. (2019) created an embodiment questionnaire based on 

Botvinick and Cohen’s rubber hand illusion questionnaire (Botvinick & Cohen, 1998) 

and Longo et al. (2008)’s psychometric questionnaire for embodiment. 

• Non-standardised measures. Four papers used non-standard measures of immersion 

particular to their use cases. For example, Simeone et al. (2019) asked participants to 

rate their sense of presence while using the IVR system (for teaching IVR theoretical 

concepts) along with questions about preference and self-assessment of performance.   

Time-based measures 

• Task completion time. 42% (N=33) of the papers measured task completion time. 

Fourteen of these papers are from the manufacturing sector, followed by healthcare with 

nine, construction and water/energy sectors with two each and emergency services, 

education services and transportation with one each (see Figure 17). Three publications 

using time-based measures were identified in the unspecified/generic domain. 
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• Reaction time. Five papers used the reaction time metric, with representations in 

healthcare (N=2), the unspecified/generic domain (N=2) and in educational services 

(N=1) (see Figure 17).  

Score-based measures 

• Slightly more than half of the papers (N=41) used some variety of scoring metrics, 

including keeping track of the number of errors (N=11), successful steps completed or 

accuracy (N=20) and other measures like performance in knowledge retention tests 

(N=10). The healthcare domain used scoring metrics the most with fourteen 

publications, followed by manufacturing with nine, education services with four, 

construction with three, and two each for the transportation and water/energy domains 

followed by one each for the other domains. Finally, four publications using score 

measures were identified in the unspecified/generic domain (see Figure 17). 

 

Figure 17 Use of task completion time, reaction time and scoring metrics across industries. Note: each publication may be 
included in more than one category 

2.1.5.3.2 Experimental methods and study size  

The average number of study participants per experimental condition in our data set is 17.55 

participants. However, this may not be as informative to the reader as the average number of 

participants per condition per industry. Applying this perspective, the emergency services 

sector takes the lead with an average of 75.75 participants per condition, followed by the 

education services and water/energy sectors with 22.9 and 22.75 respectively. At the bottom of 

Figure 18, the total number of publications per industry appears in circles. This was added to 

put the average study size in perspective. Thus, for example, it is evident that emergency 

services have the highest average number of participants (63.8), yet there are only five 
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publications in this domain. On the other hand, healthcare has on average around 16 

participants per condition although it has the largest number of publications in the database.  

 

Figure 18 Average number of participants per condition per industry 

2.1.5.3.3 Data analysis  

As for the analytical method applied, we see that 82% of the publications follow an 

experimental design approach (N=64), 17% (N=13) are development-oriented and only one 

paper takes the form of a case study (Shamsuzzoha et al., 2019). Figure 19 shows the data on 

the average participant size, the experimental approach, the research method, and the data 

analysis methods. On the left side of the figure, the average number of participants per category 

is divided into three distinct categories, based on the data discussed in the previous section. 

The first group, ‘1-20’ denotes studies with 1 to 20 participants per condition, with a similar 

logic for the ‘25-50’ and ‘51-200’ groups. The figure also shows a) the data from the 

experimental approach used in the publications (as described in Table 4), b) the research data 

collection method (described in Table 3) and c) the data analysis method used (as referred to in 

section 2.1.4.4.6). The circled numbers inside the grids in the bottom half part of Figure 19 

denote the numbers of publications where these factors overlap. For example, the biggest 

number bubble in the figure is 48 (bottom left), which denotes that 48 publications follow an 

experimental design and are mapped vertically with the between-subjects category. If there are 

no publications, the grid is empty. For example, there are no publications that use the 

development research method and also have an average participant size in the range of 51-200.  
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Figure 19 Comparison of research methods, study size, experimental approach, and data analysis methods. Note: each 
publication may be included in more than one category 

Figure 19 reveals some interesting trends. For example, the experimental approach most 

commonly used in experimental design is between-subjects (N=48), while about 41 

publications in experimental design have an average participant size of less than 20. As far as 

statistical measures are concerned, we see that ANOVA is the most widely used measure with 

31% (N=24), which is followed by the use of descriptive statistics at 26% (N=20). Additionally, 

13 publications use no statistical measure at all. The only statistical measure used by 

development-oriented publications is descriptive statistics (N=5). 

2.1.5.4 VR, biosensors, and haptic technologies (RQ4: What HMD technologies, biosensors 

and haptics are utilised in immersive VR industrial skills training?) 

2.1.5.4.1 VR technologies  

Use of head-mounted displays 

On the subject of the display technologies utilised in IVR training in the industry, Figure 20 

depicts on the right a pie chart with the distribution of 10 HMD brands. The most widely used 

HMD was the HTC VIVE with 45% of the papers (N=35) reporting on its use, followed by the 

Oculus Rift used by 26% of the papers (N=20). Eight papers use the slightly more advanced 

version of the HTC VIVE – the VIVE Pro. Seven papers do not mention HMD use at all.  

In Figure 20, one may observe, in the healthcare domain, the Oculus Rift (N=10) and the HTC 

VIVE (N=9) dominate the sector. Likewise, in the manufacturing domain, the HTC VIVE 
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dominates with twelve publications employing its features, followed by the HTC VIVE Pro 

with three papers.  

Training space  

In 62% of the publications (N=48), the VR training space was limited to arm’s scale, and the 

user was either seated or standing (without moving around). Another 36% used room-scale VR 

(N=28), where different tracking technologies enabled tracked navigation around a small area. 

In more detail, tracking was enabled by the use of cameras placed around the training space 

tracking the position and orientation of the HMD and the handheld controllers, if there were 

any, and this was evident for all publications using HMDs from HTC and Oculus. Exceptions 

in user tracking exist, like Matsas and Vosniakos (2017), where a Microsoft Kinect depth-

sensing camera coupled with an eMagin Z800 3Dvisor HMD was used for user tracking. 

 

Figure 20 Distribution of HMDs across industries 

2.1.5.4.2 Use of biosensors 

In the reviewed body of literature, 18% (N=14) of the publications used biosensors measuring 

brain signals (N=8), heart rate (N=3), eye tracking (N=6), temperature (N=1) and skin 

conductance (N=1). Three publications used the biosensor data for adapting the training to the 

user. As shown in Figure 21, the unspecified/generic domain holds the most publications (N=3), 

followed by manufacturing, education services, emergency services with two, and the 

construction, healthcare, defence, transportation, and water/energy industries holding one 
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publication each. It is notable that all 14 publications using biosensors are quite recent (from 

2018 and onwards), and none of them combines biosensors with any form of haptic feedback. 

 

Figure 21 Use of biosensors across industries 

Collins et al. (2019) used skin conductance, temperature, pulse and heart rate data to understand 

the emotional responses felt by users when they gained insights into the solution while 

performing an abstract task of manipulating a hypercube, whereas Škola et al. (2019) created 

an EEG-based adaptive training system for increasing the user affect in a gamified virtual 

environment to provide motor imagery-related biofeedback. This increase in user affect was 

used to train the user to control a spacecraft in an asteroid shooting game. Sun et al. (2019) 

used EEG signals to identify the effect of the presentation medium (IVR vs presentation slides) 

on cognitive load. Baceviciute et al. (2020) used EEG measures in addition to other evaluation 

techniques to measure the comparative effectiveness of different representations of text and 

audio in an IVR learning environment.  

Biosensing technologies and locations on the body 

Figure 22 shows the body locations of all the biosensors mentioned in our database. All cases 

with EEG use had the sensors placed on the head, and the cases with gaze tracking also had the 

eye tracking hardware mounted on the head as part of the VR headset itself. When it came to 

ECG sensors, Muñoz et al. (2019) measured HRV (heart rate variability) by placing the Polar 

H10 sensor strap on the chest, while Collins et al. (2019) used the Empatica E4 wristband 

sensor to measure the same along with electrodermal activity, skin temperature and blood 

volume pulse. Longo et al. (2019) did not mention which heart rate variability sensor was used. 

The gaze tracking features of the HTC VIVE Pro Eye was used for identifying distracted 

learners (Rahman et al., 2020) and for foveated rendering in procedural task training 
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(Radkowski & Raul, 2019), while the gaze tracking features of the FOVE HMD was used in 

one case (Lang et al., 2018). Another case used eye tracking for IVR-based welding training, 

but the model of eye tracking hardware used was not mentioned (Torres-Guerrero et al., 2019). 

In our database, various EEG sensors (N=7) were used for sensing brain signals: Emotive EPIC 

for measuring user stress and concentration (Torres-Guerrero et al., 2019), Brain Products ERP 

recorder and analyser (Sun et al., 2019), Neuroelectrics Enobio EEG system (Škola et al., 

2019), Liveamp EEG cap (Dey et al., 2019), Muse BCI EEG system (Muñoz et al., 2019) and 

the Advanced Brain Monitoring (ABM) X-10 (Baceviciute et al., 2020). The other brain-signal 

sensing technology in the database is in Shi, Zhu, et al. (2020), where a functional near-infrared 

spectroscopy (fNIRS) device (a NIRSportTM worn on the head) is used along with an HMD 

integrated eye tracker (Tobii) to measure stress levels among users who were being trained on 

industrial shutdown maintenance. 

Biosensors and skills  

Out of the 14 papers using biosensors, four papers had decision-making (Collins et al., 2019; 

Dey et al., 2019; Lang et al., 2018; Rahman et al., 2020)) and seven had procedural skills as 

the dominant skill taught (Baceviciute et al., 2020; Longo et al., 2019; Shi, Du, et al., 2020; 

Shi, Zhu, et al., 2020; Torres-Guerrero et al., 2019; Zou et al., 2016)  followed by perceptual-

motor skills with two papers (Muñoz et al., 2019; Škola et al., 2019). Only one publication 

focused on spatial skills (Sun et al., 2019).   

Biosensors and training space 

Of these 14 studies, ten took place in an arm-scale training space. Among the papers using a 

room-scale training space, Collins et al. (2019) had a room-scale configuration and measured 

heart rate, skin conductance and temperature of users being trained in a hypercube 

manipulation task; however, it is not clear from the paper, if the users moved around the 

environment. In the second publication using biosensors in a room-scale space, Longo et al. 

(2019) used a heart rate sensor to measure stress levels in trainees undergoing emergency 

preparedness training.  
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Figure 22 Distribution of biosensors across the body as mentioned in our database 

2.1.5.4.3 Haptic feedback  

35% of the publications (N=27) used a variation of haptic feedback. Of these papers utilising 

haptics, more than a third (N=10) used grounded haptics, eight used portable haptics, seven 

used pseudo-haptics and two used wearable haptics, as appears from Figure 23. Almost two-

thirds of these papers (N=16) belonged to the healthcare domain, followed by the 

manufacturing sector with three and the defence sector with two, while the remaining industries 

each hold a paper. 

 

Figure 23 Use of haptics across publications and industries 

Grounded haptics 

Of the 10 publications using grounded haptics, seven papers were from the healthcare domain 

and one each from the construction, emergency services and manufacturing domains. Half of 
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them used off-the-shelf haptic hardware. Three employed the 3D Systems Geomagic Touch 

(Carlson et al., 2015; Vaughan et al., 2019; Xin et al., 2020), one used the Geomagic Touch X 

(X. Xiao et al., 2020) and one used the LapMentor III surgical platform (Li et al., 2020). One 

publication customised a KUKA industrial robot with haptic feedback for surgical training 

(Pelliccia et al., 2020), while three built novel haptic devices (Bin et al., 2019; Durai et al., 

2019; Nahavandi et al., 2019). Lastly, one publication adapted an existing haptic device but did 

not describe it (Sainsbury et al., 2020). 

Portable haptics 

Seven publications in our database used portable haptic devices, represented by the HTC VIVE 

Controller (N=5) and the Oculus Touch controller (N=2). Applications included simulating tool 

interaction forces for training in pump maintenance (Winther et al., 2020), utilising the VIVE 

Controller’s vibration for training in rock scaling operations (Liang et al., 2019), and providing 

performance-related feedback for motor imagery training using vibrations from the Oculus Rift 

Touch controller (Škola et al., 2019). 

Wearable haptics 

Two cases, one in the defence (Duggan et al., 2019) and one in the healthcare (Butt et al., 2018) 

domain, used wearable haptics. These included glove-based haptic systems but did not name 

the devices.   

Pseudo-haptics 

Seven publications employed pseudo-haptics, with two using physical representations of the 

human body that corresponded to their virtual counterparts in IVR (Almousa et al., 2019; Jain 

et al., 2020), three used the minimal physical forces arising from the use of a Simball joystick 

device for surgical simulation (Frederiksen et al., 2020; Huber et al., 2017; Huber et al., 2018) 

and another mapped virtual objects in IVR to physical objects in a military training context 

(Kohli, 2010). One publication applied the term pseudo-haptics outside our defined context, 

i.e. a virtual hand that did not penetrate a virtual body (no physical interaction was involved) 

(Bálint et al., 2019). 

Haptics and VR training space 

Of the 27 papers using haptics, 22 were in an arm-scale space, as shown in Figure 24. Grounded 

haptics comprises almost half of all arm-scale training cases (N=9) in the database. In room-
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scale training spaces, three cases of portable haptics (Liang et al., 2019; Schwarz et al., 2020; 

Winther et al., 2020) can be observed as well as one case each in pseudo-haptics (Jain et al., 

2020) and grounded haptics (Nahavandi et al., 2019). 

 

Figure 24 Types of haptics used in relation to training space and skills taught 

2.1.5.5 Effectiveness of IVR training (RQ5: What levels of effectiveness of IVR are reported 

in industrial skills training?) 

More than half of the publications in our database (N=40) conveyed the extent of the 

effectiveness of IVR compared to another VR modality (CAVE, desktop VR, physical training, 

etc.) and reported the result as either effective, not as effective, or inconclusive. The pie chart 

in Figure 25 shows the overall distribution of the effectiveness of IVR training systems among 

all publications. In parallel, the bar chart shows the distribution of IVR effectiveness outcomes 

across industry sectors (without the not-applicable publications). 
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Figure 25 Number of publications across industries with respect to IVR effectiveness. The industry distribution does not 
include the “not applicable” domain. 

• Effective. Of the publications that examined the effectiveness of IVR training, the 

majority (N=29) concluded that IVR training was effective. For example, Buttussi and 

Chittaro (2018) compared learner performance in a task under three conditions: high-

fidelity IVR, medium-fidelity IVR and desktop VR. Higher fidelity was shown to 

increase both engagement and presence. Sun et al. (2019) used IVR and presentation 

slides on a desktop to teach astronomy concepts to both high- and low-spatial-ability 

users. Interestingly, they reported that IVR benefitted low-spatial-ability users by 

reducing their cognitive load.  

• Not as effective. Six publications found that IVR training compared to non-IVR 

conditions. For example, Frederiksen et al. (2020) found that in a laparoscopy trainer, 

IVR-based training resulted in poorer performance and more cognitive load than 

desktop VR. Similarly, in an assembly task, Barkokebas et al. (2019) found that the 

control group using an instructional manual took less time and committed fewer errors 

than the IVR group.  

• Inconclusive. Five papers that compared IVR training to other modalities found the 

results to be inconclusive. 

The rest of the publications, comprising 49% of the database (N=38), consisted of IVR 

comparison studies between different IVR modalities, preliminary studies/surveys (with no 

results) and studies that did not conduct any experiments. For example, Buń et al. (2019) 

compared IVR across both high- and low-fidelity settings without any non-IVR conditions.  
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Design attributes and effectiveness 

One may find value by observing the design features, i.e., the distinctive attributes that 

compose the IVR training, in publications that explicitly reflect on effectiveness, as seen in 

Figure 26. That is, papers that discuss or reflect on the effect that made their IVR training 

systems (N=33) a) more effective than non-IVR systems (positive), b) as effective to non-IVR 

in performance (inconclusive) or c) inferior to non-IVR training (negative). By no means is 

this a direct recipe for effectiveness, but rather a reflection point based on a frequency count of 

the representative publications identified. This is more evident, as the same attribute, for 

example, immersive features, can be seen to be mapped with both positive and negative effects.  

• Object interaction realism. We broadly define object interaction realism as the fidelity 

of the interaction with digital objects in the virtual environment.  

o Positive. Two cases discussed how the fidelity of haptic interaction affects IVR 

performance. Xiao et al. (X. Xiao et al., 2020) described realistic haptic interaction 

in their IVR condition as beneficial, while Carlson et al. (Carlson et al., 2015) found 

that participants in their IVR condition benefited from the slightly lower level of 

haptic fidelity as compared to physical training.  

 

Figure 26 Mapping of design features to IVR effectiveness 

o Negative. Four cases described their IVR condition to be not as effective as physical 

training and listed the lack of realistic haptic interaction and other cues as reasons 

(Barkokebas et al., 2019; Frederiksen et al., 2020; Koumaditis et al., 2020b; Winther 

et al., 2020). 

o Inconclusive. Murcia-Lopez and Steed (2018) and Schwarz et al. (2020) reported 

IVR and physical training conditions to be equally effective, with Murcia-Lopez 
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and Steed finding the participants in the IVR training condition to spend more time 

making physically plausible interactions even though there was no haptic feedback. 

Schwarz et al. hypothesize that the lack of directional haptic feedback affected 

training in the IVR condition. 

• Immersive features. Immersive VR has certain features that make it distinct from 

desktop VR, including the angle of view, three-dimensional interaction, head and body 

tracking and immersive stimuli. 

o Positive. 19 publications mentioned immersive features to be among the factors 

benefitting IVR training over other conditions.  

o Negative. Srivastava et al. found that the increased cognitive load during the IVR 

training made the training less effective when compared to other modalities 

(Frederiksen et al., 2020; Meyer et al., 2019; Srivastava et al., 2019), while Ragan 

et al. concluded that the inability to see one’s own body in IVR may have reduced 

IVR effectiveness (Ragan et al., 2017).  

 

• Break in presence. This refers to any factor that can make the user lose their perceived 

feeling of presence in the virtual environment, for example when they are asked to 

remove the HMD in between the IVR experience to fill in questionnaires (Putze et al., 

2020).  

o Negative. One publication reported that the paper-based assessment in between the 

IVR training broke immersion (Sakowitz et al., 2019), while another stated the 

ergonomics of their HMD as a reason (Huber et al., 2018). 

  

• Virtual body ownership. The acceptance of and identification with the virtual avatar 

are called the illusion of “virtual body ownership” (Waltemate et al., 2018).  

o Positive. Škola et al. (2019) reinforced the effect of virtual embodiment in their 

motor imagery training by using a realistic human-like avatar from the first-person 

perspective to induce better illusions, which in turn affected learning performance. 

 

• Gamification. Gamification refers to features usually found in games like displays of 

score or elements of feedback solely intended to increase user motivation.  
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o Positive. Only one publication indicated that gamified features in their IVR training 

led to better engagement (Butt et al., 2018). 

Length of studies 

Of the publications measuring the effectiveness of IVR (N=40), we found that all performed 

immediate testing and that only nine papers measured the effectiveness of the same IVR 

training over long(er) periods. These nine had a between-subjects methodology (described in 

Table 4). These publications measured the change in knowledge retained after one week (Liang 

et al., 2019; Meyer et al., 2019) and two weeks (Blumstein et al., 2020; Butt et al., 2018; 

Buttussi & Chittaro, 2018; Carlson et al., 2015; Lang et al., 2018; Murcia-Lopez & Steed, 2018; 

Sakowitz et al., 2019), while one publication also measured perceived levels of enjoyment 

(Meyer et al., 2019). All of them found that the relative advantage of any modality (IVR, 

desktop, physical) over another was preserved over periods, except for two cases. More 

specifically, in Carlson et al. (2015), participants in a physical training condition initially 

outperformed those in IVR in terms of knowledge retention, but after two weeks, this effect 

was reversed, and in Meyer et al. (2019), participants in a desktop VR condition initially 

reported more enjoyment than those in the IVR condition, but after a week, this effect was 

reversed as well. 

2.1.5.6 IVR training remote applicability (RQ6: How applicable are current immersive 

VR applications to be provided as remote training solutions?) 

As depicted in Figure 27, most of the IVR applications (N=60) identified in our data can be 

classified as having autonomous IVR training (Autonomous Training), followed by eight 

publications (N=8) that report the presence of a trainer or operator during the training process 

to either guide or monitor the user (Guidance/Monitoring). Six publications (N=6) require a 

trainer or operator to set up the hardware and software (Initial Guidance/Setup) and four 

publications (N=4) mention remote training with three requiring a remote trainer (Remote 

Guidance) and one requiring peer learners located remotely (Remote Peer Collaboration).  
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Figure 27 Trends in remote training in IVR across publications and industries 

One may observe that the majority of the industrial domains, with one exception (i.e., the 

mining domain), provide half or more than half of their applications as autonomous training. 

For example, in the healthcare domain, 21 applications (N=24 total) can be characterised as 

autonomous training solutions and in the manufacturing domain the majority, i.e., 13 

applications (N=20 total), are autonomous IVR training solutions.  

The majority of IVR applications requiring continuous guidance or monitoring (N=8) are in 

the manufacturing domain (N=4), with examples as Hirt et al. (2019) where a physical 

instructor is involved in the tutorial phase and task phase and Schwarz et al. (2020) reporting 

a trainer’s involvement to operate the control user interface, to instruct the participant, to start 

and monitor training and also to troubleshoot problems. Other cases, like Koumaditis et al. 

(2020b), in their assembly training task had partially utilised a trainer’s verbal assistance as 

one of the dependent variables, and in Murcia-Lopez and Steed (2018)’s experiment, some 

guidance to the participants and physical management of cables is mentioned. In other domains, 

Liang et al. (2019) in their safety training scenario for the mining industry included a virtual 

instructor in the IVR environment, but a real instructor was also present to watch the live video 

feed of the IVR activities and to give instructions. In the emergency services sector, Nahavandi 

et al. (2019) in their firefighting training simulation have instructors monitor the breathing of 

users (recorded through pressure sensors). 

Remote training is represented only in three industry domains. In more detail, manufacturing 

(N=2) has one publication with remote peer collaboration and one with remote guidance by an 

expert. In the first case, Wang et al. (2019) created a remote training setup with the trainee 
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learning an IVR-based assembly task with the trainer giving instructions remotely via 

video/audio projected into the IVR environment, while in the case of Yildiz et al. (2019), two 

remotely located workers (both wearing VR HMDs) were collaboratively learning an IVR-

based assembly operation. In the defence domain, Duggan et al. (2019) incorporate a remote 

trainer to observe and instruct trainees with the help of a mixed reality HMD, while the trainees 

themselves are present in an IVR environment wearing a VR HMD. Additionally, in the 

education services, Simeone et al. (2019) include an expert trainer to teach concepts of Virtual 

Reality to a trainee, where both users are inside the IVR environment represented by avatars 

(blue orbs). 

Trends in hardware complexity 

More than half the publications (N=46) use standard VR kit hardware, followed by a third of 

publications (N=27) using at least one additional device and only five using multiple devices 

alongside the VR kit, as seen in Figure 28. For clarification, it is worth noting, that the 

categorisation in this section is not a replication of previous sections (e.g. haptics or sensors) 

as there are cases here of portable haptics, for example, which are classified as part of standard 

VR kits (as they are essentially using the controllers associated with the HMDs) and there are 

cases of additional hardware that fall outside of the bounds of haptic devices and biosensors 

(for example handheld Xbox controllers and motion tracking equipment like the Kinect) (see 

definitions in tables 7, 8 and 11). 

 

Figure 28 Trends in hardware complexity across publications and industries 

Some illustrative examples of the latter include (Pulijala et al., 2018) using a Leap Motion 

sensor for finger tracking and (Akanmu et al., 2020) using a PrioVR motion tracking suit for 
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training postural skills. Additionally, in some cases custom devices are utilised alongside 

standard VR hardware; for example, in the healthcare sector, Pelliccia et al. (2020) report the 

use of a modified KUKA industrial robot arm along with an HTC VIVE, and Durai et al. (2019) 

mention the use of a custom grounded haptic device for CPR training skills. Similarly, 

Nahavandi et al. (2019) in the emergency services domain depict a custom haptic device for 

firefighting.  

Additionally, one may observe that publications in the healthcare (N=2), defence (N=2) and 

manufacturing (N=1) domains use multiple devices alongside the standard VR kit. In the 

defence sector, Muñoz et al. (2019) used two devices alongside the HTC VIVE Pro, a Polar H-

10 chest strap for measuring heart rate and a Muse BCI headband for measuring EEG signals. 

While in the healthcare sector, Sainsbury et al. (2020) utilise a Leap Motion sensor along with 

a grounded haptics device for surgical training. In a bimanual assembly task training scenario 

in the manufacturing sector, Carlson et al. (2015) use a 5DT glove and an Immersion Phantom 

Touch device alongside an unspecified VR HMD.  

Analysing industry trends, one may observe that emergency services (N=5), mining (N=1), and 

water/energy (N=2) depend only on VR headset kits, while the majority of papers in the 

healthcare domain (N=14) use at least one additional device alongside the VR headset kit.  

2.1.6 Discussion 

2.1.6.1 Analysis of results  

Is IVR an effective training method for industrial skills training? 

Indeed, according to our review, IVR can be an effective training method for industrial skills 

training. One-third of the publications in our database (N=29) reported IVR training to be 

effective compared to other VR modalities (CAVE, desktop VR, physical training, etc.), while 

only a small number of studies (N=6) found that IVR training was inferior but still capable to 

provide training in some extent. None of the studies indicated IVR to be unsuitable for training 

industrial workers. Among publications (N=6) that found IVR to be less effective than other 

modalities, we see that half the papers are from the manufacturing domain. Yet it is worth 

mentioning that a clear, detailed recipe of what enhances the effectiveness of IVR training 

cannot be reported. However, some indications of the impact made by design choices and user 

perception exist. User perception includes factors like perceived usefulness, self-efficacy, 

engagement and enjoyment which has been indicated to increase IVR effectiveness for example 
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in: (Butt et al., 2018), (Lackey et al., 2016), (Allcoat & von Mühlenen, 2018), (Meyer et al., 

2019), (Nykänen et al., 2020), (Pulijala et al., 2018), (Wu et al., 2020). Whereas, regarding 

design choices affecting IVR effectiveness, one may observe that the design of the IVR 

environment and user interactions (e.g.: head rotation amplification, restriction to arm-scale 

interaction) may negatively affect training performance to varying degrees. The latter was 

observed in: (Frederiksen et al., 2020), (Huber et al., 2017), (Ragan et al., 2017), (Sun et al., 

2019), (Srivastava et al., 2019). On the other hand, certain design choices for increasing IVR 

realism may improve training success in IVR, for example with better object interaction 

technologies (haptic feedback, motion tracking, etc.) as was depicted in: (Winther et al., 2020), 

(Koumaditis et al., 2020b), (Zhou et al., 2019), (Mirauda et al., 2020), (Xin et al., 2020), virtual 

body ownership as seen in Škola et al. (2019) and other features which enhance immersion like 

visual fidelity found in Lang et al. (2018) and Zinchenko et al. (2020). Supplementary to the 

above one may revisit Section 2.1.5.5’s subsection “Design attributes and effectiveness” for a 

more detailed analysis.  

 
Moving to the categories of skills that the user of an IVR training system can acquire, it appears 

that procedural skills with 45% (N=35) and perceptual-motor skills with 33% (N=26) were the 

most taught types. Also, decision-making with 17% (N=13) and spatial skills with 5% of the 

papers (N=5) were reported in the body of literature, with a smaller number of representations, 

however. This portrays IVR systems as capable, to some extent, to be used as a training tool 

for any kind of industrial skills training, from processes and assemblies through object and tool 

manipulation to critical thinking. In more detail, regarding the industries and skill types, of the 

35 publications focusing on procedural skills, half of the publications (N=12) were from the 

manufacturing sector. Quite a reasonable result, as this sector has an extensive list of training 

requirements that range from assembly tasks to maintenance and health and safety procedures. 

Expected results were observed in healthcare, a highly process-oriented field with specialised 

motor skill training needs. In our investigation, healthcare holds the majority of perceptual-

motor skills (N=19), with a focus on the training of fine or gross motor skills in surgical tasks. 

The remaining industrial categories contain various skill types in relatively small percentages. 

An interesting observation comes from the small percentage of motor skills accounted for in 

the manufacturing sector (N=1). Based on our results, we assume that manufacturing has not 

yet applied motor skills training with IVR systems, or at least to the degree that it was applied 

in healthcare. Possibly because IVR motor skills training simulations require interweaved 
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methods and tools, i.e., VR and haptics. This is evident in the results that portray healthcare, a 

highly mature domain in haptic training simulations, as the leader in the IVR motor skills 

training.  

 
Additionally, the average number of participants per experimental condition per industry was 

presented. Upon inspection, the emergency services sector leads with an average of 75.75 

participants per condition but it only has a small number of studies (N=4), followed by the 

education sector with 22.9 participants (N=5), and the water/energy sector with 29.5 

participants, again with only two studies. Healthcare, which holds a significant number of 

studies (N=24), has on average 16.54 participants. While one cannot dispute the validity of the 

peer-reviewed studies presented herein, neither their findings based in most cases on 

statistically significant results, we as IVR researchers need to reflect if there is a need to 

augment the power of our contribution by increasing the size of participants. Brysbaert (2019) 

addresses the issue and points to studies with statistical significance but low numbers of 

participants, for which he finds drawbacks that can be lifted with the increase of the sample 

size per condition in the hundreds. This understandably might impose time, resources, and cost 

challenges; yet, strengthening the confidence of the reported results might also increase the 

applicability of the IVR training method and anchor it as a validated training method. 

In addition to the number of participants, a trend worth mentioning is the time of the 

testing/assessment (immediately or after a period). The findings are quite revealing and expose 

a clear tendency. Of the publications measuring the effectiveness of IVR (N=40), we found 

that, although they all immediately measured the results of the training (skill acquisition, 

knowledge gain, enjoyment, etc.), only nine papers measured the effectiveness of IVR over 

longer periods, with relatively positive results. Thus, a clear trend of immediate testing exists. 

This is not always the case if one investigates beyond our data set. Examples of longitudinal 

studies appear every so often in literature (e.g., VR for diabetes (Vorderstrasse et al., 2015) or 

Parkinson’s and VR (Mendes et al., 2012)), but to the best of our knowledge, these kinds of 

longitudinal studies are predominantly healthcare clinical studies and not IVR in industrial 

skills training. The contribution of a longitudinal study in the IVR industrial training might 

address the effect of memory/skill retention after a considerate period in time. For example, 

the Ebbinghaus model (Ebbinghaus, 2013) suggests that students forget around 75% of what 

they learned within a few days in non-VR studies. Similarly, White and Arzi (2005) suggest 
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that learning, in general, can be an erratic process, so there is a chance that a learning effect 

may not be immediately apparent resulting in a negative result, which may change if the test is 

conducted at a later date. On the other hand, there is also a chance that the learning effect is 

short-term and volatile, and a positive effect may not remain when tested later. Thus, one might 

consider that further research is required, inclusive of the long-term effects of IVR training, 

over time.   

How do we conduct research in the IVR for the industrial training field? 

It is observed that 62% of the publications (N=48) have an arm-scale VR training space, and 

the user is either seated or standing (without moving around). Another 36% use a room-scale 

space (N=28) where different tracking technologies enable tracked navigation around a small 

area. The reason that one might favour an arm-scale interaction space is mainly attributed to 

the requirements of the task itself. Our hypothesis is that the technology (tethered HMDs, 

grounded haptics, etc.) and/or the need to minimise the cybersickness effect might contribute 

as well. Additionally, virtual environments provide opportunities to extend the virtual area of 

interaction without the need for an extensive physical space. One example is teleportation, seen 

in our database (Allcoat & von Mühlenen, 2018; Duggan et al., 2019; He et al., 2019; Hirt et 

al., 2019; Muñoz et al., 2019; Pérez et al., 2019; Shamsuzzoha et al., 2019; Simeone et al., 

2019; Zhao et al., 2019). Examples of newer techniques like those by Feuchtner and Müller 

(2017) using elongated hand interactions may be employed to extend the effective area of 

interaction and thus accommodate for a disparity between physical and virtual space. 

Possibilities also exist for extending the range of walking in both arm-scale and constrained 

room-scale in IVR environments by redirected walking and the provision of different kinds of 

stimuli (visual, audio and haptic feedback) as detailed by Nilsson et al. in their review of this 

field Nilsson et al. (2018).      

As for the display technologies used in IVR training in the industry, the most widely used HMD 

was the HTC VIVE with 45% of the papers (N=35) reporting on its use, followed by the Oculus 

Rift employed by 26% of the papers (N=20). Eight papers use the slightly more advanced 

version of the HTC VIVE – the VIVE Pro. As expected, the Oculus Quest HMD as a new 

arrival was not observed in the data set; yet, its untethered features and low cost might make it 

a highly popular alternative in the years to come and may affect other trends observed herein 

(i.e. the VR training space). 
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One may think that IVR systems, to a high degree, are designed based on applied, known 

learning theories. This, however, is not evident in our data. Only in 14% (N=11) of the total 

publications did the authors explicitly mention a learning theory as a design parameter. Similar 

results are reported by other VR reviews; for example, Radianti et al. found only a third of the 

papers in their review explicitly mention taking inspiration from a learning theory (Radianti et 

al., 2020). In our case, the papers that reported a learning theory (N=14), 13 examples were 

identified, constituting a comprehensive, valuable list for IVR designers and developers 

(depicted in section 2.1.5.2). Though most of the learning theories we found in the 11 papers 

are not specific to the medium of IVR and can be generalised to any medium, the use of pre-

training principle and the cognitive theory of multimedia learning as employed by Meyer et al. 

shows the potential of the interaction of media (IVR) and the training method. 

Still, on the IVR design considerations, the indications are stronger when focusing on the 

experimental design method. 82% of the publications used an experimental design approach 

(N=64), including user surveys and between-/within-subjects studies, followed by 17% of the 

publications focusing on the design and development of IVR training without an emphasis on 

validation (N=13). In more detail, the between-subjects validation method had the highest 

representation at 62% (N=48), followed by the within-subjects and preliminary study/survey 

with a share of 15% (N=12) each. Six publications did not mention any kind of validation (no 

study). Unsurprisingly, in papers using between-subjects validation, the healthcare domain had 

the highest representation with 16 papers, followed by manufacturing with 13. Understandably, 

the aforementioned findings do not expose any new unique approaches, however, they depict 

the academic foundation that IVR research stands upon. A foundation further analysed in the 

following sections, in terms of measures like time, scores and immersion.  

In our data analysis, the most popular measure was time, with 42% (N=33) of the papers 

measuring task completion time and five measuring reaction time. The former were mainly 

clustered in the manufacturing (N=14) and healthcare (N=9) sectors. The second-most popular 

parameter after time was variations of scoring metrics. These variations included keeping track 

of the number of errors (N=11), successful steps completed or accuracy (N=20) and other 

measures like performance in knowledge retention tests (N=10). In more detail, the healthcare 

domain used scoring metrics the most with ten publications, followed by manufacturing with 

six, education services with two and one from each of the other domains with four publications 

from an unspecified/generic domain. As a clear consensus on the effectiveness of IVR in the 
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field does not exist, one may expect these high percentages of basic measurements of time and 

errors or accuracy to dominate the findings.  

In contrast to the high percentages of time and scores, small percentages of measurement of 

parameters like cybersickness with 18% (N=14), task load with 17% (N=13) and immersion 

with 18% (N=14) were identified. While the low percentages in cybersickness measurements 

might be expected due to a) the number of high-fidelity HMDs utilised and b) the number of 

papers that minimised that effect by placing the trainees in a sitting position (N=28), the same 

cannot be said for the task load and immersion measurements. Task load measurements may 

be correlated with theoretical methods of cognitive load such as cognitive load theory and 

cognitive theory of multimedia learning, both identified in our data set with small numbers of 

publications (N=2 and N=1, respectively). But then again, the ‘one’, i.e. lack of task load 

measures, is a consequence of the ‘other’, i.e. lack of task load theories, and not a justification 

for the small percentages. What is more, literature beyond IVR highlights the importance of 

task load in the design and evaluation of instructional technology-based training (Brünken et 

al., 2003)? Why, then, is this absent from our data? Possible explanations could be that the field 

is not yet mature enough to apply such conditions due to the complexity of the task, the lack of 

tools and methods and the validity of the subjective data (the most common type of data 

gathered).  

Immersion was another parameter that was underrepresented in the data set. This is worthy of 

reflection, especially if taking into account literature beyond our findings. For example, the 

effect of immersion on memory and presence in virtual environments has been highlighted in 

Mania and Chalmers (2001) who found it to be a compelling research parameter. In fact, in 

other fields, e.g., rehabilitation, the lack of conclusive evidence for the link between immersion 

and outcome has been pointed out (Rose et al., 2018).  

Additionally, a variety of data analysis methods, including descriptive statistics (N=19), 

ANOVA tests (N=24) and t-tests (N=13), were significantly represented. All the identified data 

analysis methods are well established and justifiable elements of an IVR study.  

How can we improve IVR training for the industry and make it applicable for remote 
training? 
 
Understandably, IVR training is a unique training method. The trainee is immersed in a virtual, 

controlled, interactive environment with the opportunity to have a quantifiable real-time 
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snapshot of his/her bio-signals during the VR training experience. Inspirations from non-VR 

training literature include Sutarto et al. (2010) where the authors describe the use of heart rate 

variability (HRV) based biofeedback training for industrial operators. However, this 

opportunity to use biosensors was not extensively evident in our data set, as only 14% (N=11) 

of the publications used these data-gathering devices. Still, those that did measure brain signals 

(N=6), heart rate (N=2), eye tracking (N=4), temperature (N=1) and skin conductance (N=1). 

None of these papers used any form of haptic interaction. Even though the small number of 

cases prevents any generalisation, it is worth mentioning that a balanced spread of biosensors 

across industrial domains, skills and location on the body was observed.  

32% of the publications (N=25) used a variant of haptic feedback. Of these papers utilising 

haptics, almost half (N=11) used grounded haptics, six used portable haptics, five used pseudo-

haptics and three used wearable haptics. Unsurprisingly, almost two-thirds of these papers 

(N=15) belonged to the healthcare domain, a domain pioneering haptic use cases long before 

they were applied for training with VR. For example, in the surgical training domain, haptic 

simulation is one of the most mature use cases one can find in the VR literature, with decades 

of studies. In the rest of the industrial categories, the manufacturing and defence sectors hold 

two papers, respectively, while the remaining industrial categories hold a paper each. A trend 

identified in the data is that, from the 25 papers using haptics, 80% (N=20) are arm-scale cases 

and half of these apply grounded haptics. This makes sense, as haptic devices and especially 

grounded haptics are complex systems that require maintenance and systematic calibration; 

thus, stabilising the device in a fixed grounded position in arm-scale is reasonable. Arm-scaled 

grounded devices require easier maintenance operations as compared to room-scaled devices. 

This has probably played in favour of their presence in literature cases. Moreover, as the 

technology is not limited by portability/wearability capabilities, they can rely upon designs 

aimed at providing reliable and accurate performance, making them quite adaptable for the 

above-mentioned healthcare cases. In the case of the applicability of haptics in remote training 

use cases, it is evident that challenges and limitations exist; for example, the utilisation of 

grounded haptic devices in surgical training like the Kuka industrial robot arm in Pelliccia et 

al. (2020) or the Lapmentor III platform (Li et al., 2020) might be challenging to be 

incorporated into a remote scheme for training, but as the technology matures, other simulation 

techniques like haptic gloves that were observed in Butt et al. (2018) can aid to partially or 

fully transfer the IVR applications into a remote training scheme. 



 

80 
 

The need for IVR to be applied as remote training has increased due to the COVID-19 

pandemic and the physical distancing restrictions applied to work and training settings. To do 

so, IVR applications need to be examined based on the trainee-trainer interaction and technical 

requirements. On the issue, the review findings indicate most of the IVR applications to be 

applicable for remote training, either classified as autonomous IVR training (N=60) or 

designed with remote human interactions (N=4). In more detail, three publications mention a 

remote trainer (remote guidance) and one requiring peer learners located remotely (remote peer 

collaboration). This is a positive and expected finding, as IVR training, due to the digitalisation 

of the training process, is usually designed to be applied remotely. Thus, a lot of solutions can 

be applied for remote training under the condition that the trainee has access to the required 

VR kit and the digital content. These practices were identified in examples like Li et al. (2020) 

where a virtual instructor instructs the trainee inside the IVR environment throughout the 

training and Liang et al. (Liang et al., 2019) where a virtual instructor provides the introduction, 

training overview and instructions to the trainee in rock-related hazard safety training. Our 

findings highlight that in most cases, a standard VR kit hardware (N=46) was utilised; thus, the 

aforementioned models can be applied. In the COVID-19 era, anecdotal cases utilising 

innovative business models where the training supplier also supplies the VR kit (typically 

headset and controllers) and lends it to the trainees have emerged (Grensing-Pophal, 2020; 

Ivec, 2020). However, if these emerging possibilities will reposition IVR training in a higher 

position after the COVID-19 era, it remains to be seen. 

2.1.6.2 Limitations 

This review holds several limitations that must be considered when applying the study’s 

findings. First, the studies analysed were identified based on our selection criteria and focused 

on peer-review publications. Thus, as in any systematic review, some significant knowledge 

and results might have been filtered out. For example, information from industry reports, books 

and cases could provide additional insights. Along the same lines, our choice of categorisation 

(inspired by the well-known Global Industry Classification Standard (GICS), but supplemented 

with additional categories), can be considered as a necessary but restrictive approach. Second, 

our definition of an IVR user/trainee includes a healthy neurotypical adult with no profound 

mental/physical disabilities or illness. Our view is that IVR training systems need to be 

inclusive of workers with all abilities, mental and physical, always, of course, aligned with 

health and safety restrictions. However, we decided to define the user as we did to grasp a more 
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generic, representative body of literature and limit our literature count. Future research could 

go beyond these limitations and extend our findings by conducting replicative studies in 

different contexts with different technological applications. 

2.1.7 Future Research Directions 

This systematic review highlighted several converging themes which inform future research 

directions in IVR training, and which have been grouped below for the benefit of researchers 

seeking inspiration for extending the field: 

• Theoretical grounding: As discussed in the previous sections, a relatively small 

percentage of only 14% of the representative papers exposed a learning theory as part 

of their conceptualisation and design. One might hypothesise that a stronger grounding 

might create more effective training, or at least expose possible incompatibilities of 

IVR’s nature and the utilised learning theory or even the need for a more tailored 

approach. To this end, the Cognitive Affective Model of Immersive Learning (CAMIL) 

by Makransky and Petersen (2021), which discusses the need to leverage the unique 

affordances given to learners by the IVR medium, namely presence and agency. This 

approach might be indicative of the way that learning theories and IVR can be 

addressed and such cohesion can form a future direction for research. 

• Longitudinal studies: A clear trend of immediate testing was depicted in the data 

gathered in this paper, whereas, only nine papers measured the effectiveness of IVR 

over longer periods. Understandably, IVR effectiveness for industrial training 

applications is not yet widely researched. Interesting cases of longitudinal studies exist 

like VR for diabetes or Parkinson’s and VR, but to the best of our knowledge, these 

kinds of longitudinal studies are predominantly healthcare clinical studies and not IVR 

in industrial skills training. 

• Adaptation based on bio-signals: One might argue that IVR training’s novelty resonates 

in the digitalisation of the training experience and the ability to quantify the trainees’ 

interactions and physiological signals, during such experience. Herein, Muñoz et al. 

(2019), Dey et al. (2019) and Škola et al. (2019) grasp this offering, utilised real-time 

bio-signals and created a layer of adaptiveness in the IVR training. It is our 

understanding that such adaptive IVR applications, their design, architecture, and 

attributes, can open up an exciting new research path for the future. 
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• Remote training: The potential for remote IVR training is promising and timely 

considering the challenges and changes in industrial training brought in by the COVID-

19 pandemic. The review findings depicted most of the IVR applications to be 

applicable for remote training. This is a positive but expected finding, as IVR training, 

due to the digitalisation of the training process, is usually designed to be applied 

remotely. However, the business models that can sustain IVR training solutions are 

unexplored and can be of potential interest to the IVR community. Such research might 

expose the interplay of architecture, design, and socio-economic issues.  

2.1.8 Conclusion 

In this paper, a systematic review was conducted that focused on the application of immersive 

VR technologies for industrial skills training. The investigation of immersive VR technologies 

included, among others: application categories, design parameters, learning theories, data 

analysis methods, infrastructure, sensors, haptics, and potential for remote applicability.  

The review revealed a growing interest in IVR training from various industrial domains, 

ranging from manufacturing and assembly training to service providers in healthcare and 

defence. The results portray IVR as an effective training method capable of transferring 

procedural, decision-making, spatial and fine/gross motor skills. Yet, how this is achieved and 

what the parameters are that influence the effectiveness remains unexplored. Most of the cases 

treat IVR as a new paradigm that is in an experimental state and mostly assess it in terms of 

effectiveness, i.e., time, usability and scores.  

Among the domains investigated, healthcare surfaced as a champion in terms of the number of 

studies, use of haptics and effectiveness of the IVR training. Thus, when studying the 

publications, we identified in the healthcare domain that a person could be exposed to 

successful, efficient IVR systems that ground IVR as a valid training method. However, in 

healthcare, very few studies designed their VR applications based on a specific learning theory. 

To a great extent, the same is true for most industrial domains. Adding this limitation to the 

small number of identified studies with effectiveness measures (additional to time, usability, 

and scores) makes it challenging to extract the parameters or combination of parameters that 

made the IVR effective. Parameters like immersion, memory and presence require further 

investigation and specialised, focused studies. Still, we did highlight several design attributes 

that seem to play a crucial role in the effectiveness: object interaction realism, immersive 

features, break of presence, virtual body ownership and gamification. One needs to reflect on 
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these attributes, not as basic ingredients in a recipe for success, but as focal points of an 

uncharted framework. 

Our review also exposed unexplored but intriguing avenues of research, like the utilisation of 

biosensors for users’ data collection and the applicability of IVR applications as remote training 

solutions. To the latter, we highlighted categories that can potentially, with the integration of 

devices, redesign of trainers’ interaction or new business models, create IVR solutions for 

remote training.  

 

2.2 Immersive Virtual Reality Training: Three Cases from the Danish Industry 

Effective industrial training has always been vital. Recently, the need for robust, safe, 

repeatable, and cost-effective digital applications drove many industries to explore immersive 

technologies and especially Immersive Virtual Reality (IVR) as a possible solution. In this 

paper, we depict three such cases, from the Danish industry and showcase the motivation of 

such adoption, technological and design characteristics, alongside perception of its 

applicability. 

2.2.1 Introduction 

On average, organizations spent 10% of their budget on learning tools and technologies with 

the most frequent purchases on e-learning and systems, learning management systems, and 

simulations (Freifeld, 2018). These investments in training activities allow organizations to 

adapt, compete, excel, innovate, produce, be safe, improve services, and reach goals (Grossman 

& Salas, 2011). Training is effectively deployed to decrease errors in such high-risk work 

settings as emergency rooms, aviation, and the military.  

Now, a new innovative wave of Immersive Technologies (Virtual/Augmented/Mixed Reality - 

VR/AR/MR) is being utilized as training tools. The need for such implementations reflects the 

requirements for cost-effective, safe, scalable, modular and mobile systems. Yet, this is a new 

phenomenon, with unexplored issues such as the motivation for adoption, trends in design and 

technologies, assessment techniques, and perception of stakeholders. 

• RQ1: What motivates industries to adopt IVR training? 

• RQ2: What technological parameters and design elements are incorporated in the IVR 

training? 
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• RQ3: How is IVR training assessed and perceived by the stakeholders? 

The rest of the paper is structured as follows: Section 2.2.2 provides a short introduction to the 

theoretical background, Section 2.2.3 depicts the methodology, Section 2.2.4 the case 

organizations and the IVR applications, Section 2.2.5 the analysis and discussion, and Section 

2.2.6 the conclusions. 

2.2.2 Theoretical background 

Effective industrial training has always been paramount. Literature, reports that the cost for 

fail-to-recall procedural tasks in a production environment is high, and errors can be 

catastrophic for the product and the overall production cost (A. C. Falck et al., 2010). Similar 

shortcomings apply when errors occur beyond the production line, for example, assembly of 

machinery or installation of electronic components in the field of business or hard to approach 

locations, like offshore wind turbines or oil drilling rigs (Reason & Hobbs, 2017). However, 

training is not as intuitive as it may seem. Literature portrays variations in the way one can 

design, deliver, and implement a training program (Salas et al., 2012). 

Thus, it comes as no surprise to observe a great interest and investment from industry and 

academia on new innovative approaches to enhance training procedures. To this a new set of 

immersive technologies as Virtual Reality (VR); a fully digital environment, Augmented 

Reality (AR); an environment where the digital content augments the real world and Mixed 

Reality (MR); the combination of real and digital with interactive elements, has emerged to 

provide compelling solutions. Immersive technologies have been successfully utilized for 

example in health and safety (Ayala García et al., 2016; Grabowski & Jankowski, 2015), 

disaster preparedness and response training (Hsu et al., 2013; Pucher et al., 2014), surgery 

training (Gurusamy et al., 2009; Seymour et al., 2002) and assembly tasks (Carlson et al., 2015; 

Koumaditis et al., 2020b).  

Currently, Immersive Technologies are in a state of continuous development, with new 

affordable head-mounted displays for VR and AR glasses, advanced untethered communication 

capabilities, and increasing maturity in software development tools (Anthes et al., 2016) and 

assessment techniques (Moore et al., 2020). These technologies if utilized correctly can 

facilitate a risk-reduced, innovative, robust, cost-effective, repeatable practice environment 

(Koumaditis et al., 2018; Okuma & Kurata, 2016). 
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The Danish industry sector has welcomed this opportunity, and in recent years a business 

ecosystem of VR developing companies (mainly SMEs) and big industrial partners (mainly in 

the renewable and services sectors) has been created. In this setting, the investigation described 

herein took place. 

2.2.3 Methodology 

The focus in Denmark was placed mainly due to the suitability to explore this phenomenon 

(availability of IVR cases) and the constrained travel due to the COVID19 restrictions that 

placed a barrier to explore cases in other countries. The three cases mentioned herein are the 

shortlist of many inspiring examples of IVR training we came across but these were chosen 

both for their representability of the IVR cases but also for the availability of case data. 

 

Figure 29 Case organizations and data gathering methods. 

In order to answer the three aforementioned research questions a thorough inspection of each 

case was performed including the gathering and analysis of a) semi-structured interviews, b) 

inspection of the IVR application and field studies, and c) open published data and available 

reports, as seen in Fig. 29. 

2.2.4 Case organizations 

2.2.4.1 Siemens Gamesa 

Siemens Gamesa11 is a Spanish-German wind engineering company, which manufactures wind 

turbines and provides onshore and offshore wind services. Siemens-Gamesa is a key player and 

innovative pioneer in the renewable energy sector; they have installed products and technology 

in more than 90 countries.  It is the world's second-largest wind turbine manufacturer. 

 
11 hKps://www.siemensgamesa.com/en-int 
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Challenge: Part of their offshore wind turbine installations is to train workers into 

performing specialised installations (referred to as “turning tool” training). Reported 

challenges of such training are the weather conditions and health and safety regulation when 

the training takes place in the offshore turbine in the sea and cost (renting the turning tool and 

transporting trainees and trainers) when the training is conducted in a simulated environment 

in the land.  

 

Figure 30 IVR training solution in Siemens-Gamesa. 

Motivation: One of the main objectives for the Siemens-Gamesa training department to 

adopt IVR training was to provide an easy to transport, safe, and repeatable training solution 

that will reduce the cost of training for technicians involved in the installation of wind turbines. 

The development of the IVR training was carried out by Kanda12, a Danish VR development 

company and was implemented in an iterative proof-of-concept process where funds were 

allocated as the solution matured. 

Skills: The skills that are taught with the IVR solution primarily involve procedural 

skills and familiarisation with the work environment and tools. This includes process training 

steps on how to assemble parts of the wind turbine, how to identify areas where objects like 

screws are placed and more complex skills like operating a telescopic crane among others. In 

 
12 hKps://www.kanda.dk/ 
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the case of the telescopic crane, technicians need to learn the use of an internal container 

telescopic crane to lower down equipment from the container on the top of the wind turbine 

nacelle. 

Design Elements: Gamification and multi-user interactivity are integral parts of this IVR 

solution and has been designed to allow people to make mistakes. Time is not measured in any 

manner. Additionally, visual aids are present in the IVR training environment to guide the 

learner. For example, tools - objects that needed to be utilised to complete tasks were 

highlighted, as well as the areas where they were to be placed. The environment is not 

photorealistic but feedback from trainees and trainers suggest that the virtual environment is 

highly realistic, as seen in Fig. 30. 

Technological Elements: 

• Virtual Reality – The HTC Vive13 is used for the currently deployed VR training. 

For most parts of the training, the interactions involve two hands (using the VR 

controllers). The workspace is room-scale, as the trainees have to kneel down, walk 

around and turn. For further movement, they teleport around the VR environment.  

• Haptics - Haptic feedback is used in the simulator to give vibrations when trainees 

walk into virtual walls. Still, there are no vibrations while interacting with objects. 

The interviewees however indicated that conveying weight and texture information 

during interaction with virtual objects would be helpful for skill training. Physical 

controllers were not used in order to reduce costs. 

• User Adaptation – An interesting observation from the training sessions revealed 

that trainees with experience playing video games adapted to the training faster and 

seemed more enthusiastic in learning the VR interaction features and the use of the 

controller. On the other hand, there was not any significant difference between the 

aforementioned users and the rest of the trained workers in terms of learning 

performance. Nevertheless, the company expressed interest in adapting the IVR 

training aligning dissimilar trainee profiles. 

Assessments: There are no assessments, or any kind of score-tracking features 

incorporated with the IVR experience. Instead, they rely on the trainer’s observations to analyse 

 
13 hKps://www.vive.com/us/product/#pro%20series 
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and decide on whether the trainees are learning or not, mainly based on the progress observed. 

The trainers view the trainee’s activity and progress through a desktop monitor. 

Outcome: The interviewees reported on the positive outcome of the application of IVR 

as a training tool and highlighted that has been rolled out in several training settings. However, 

as no metrics, comparison or statistics are available it was not clear if the IVR training has been 

more effective than traditional methods, but a documented benefit was that the time for renting 

out the turning tool equipment had been reduced from two weeks to one. Additionally, and 

mainly through the perceived notion of it beneficial use the investment and the IVR as a training 

technology was seen with a positive eye and considered as worth exploring further. 

2.2.4.2 DSB 

 DSB14 is the largest Danish train operating company and the largest in Scandinavia. As 

of 2005, DSB employs about 9,000 people with an increasing number of services each year. 

 

Figure 31 IVR training solution in DSB. 

Challenge: The company employs various roles to service, in the train, during a journey, 

amongst them the train operators. Part of the train operators’ job is to manage, in a timely 

manner, opening and closing of doors, when the trains are stationary at stations and or in the 

case of an emergency. Training takes place by decommissioning the train and providing access 

to the trainer and trainees to proceed with the training scenarios. 

 
14 hKps://www.dsb.dk/om-dsb/ 
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Motivation: The aforementioned method of training causes unwanted downtime in 

functioning trains and does not always provide the realistic scenario i.e. that of a functioning, 

noisy station is resembling real life. Thus, an IVR experience that may simulate such a scenario 

was created.  The key objective is to train DSB train operators to learn the use of the whistle 

and door operation. 

Design Elements: The trainees learn the procedures related to managing the opening 

and closing of train doors in a linear single-user IVR experience, (no decision making, or fine 

motor skills are taught). The virtual environment is a detailed representation of the train station 

platform, the train doors, and the immediate interior of the train coach behind the doors. The 

trainees navigate the virtual environment through teleportation while standing in one physical 

location. Visual cues, as seen in Fig. 31 are present to aid the trainee by displaying time and 

highlight points-of-interest. The trainees first undertake a theory class on the subject matter 

before the IVR experience. Training is delivered at the headquarters in batches of 12 trainees, 

who are split into groups of two. Each group is assigned an IVR headset and a tablet. There are 

two expert trainers who manage the training experience and aid the trainees reflect on what 

they learned. 

Technological Elements: 

• Virtual Reality – The trainee uses an Oculus Quest and an iPad, where one trainee 

experiences IVR training in the Quest while the other observes the progression and 

provides feedback. 

• Haptics - Haptic feedback is present as an indicator of the trainee that certain actions 

were performed. For example, when a trainee opens the train doors gets vibration 

feedback to indicate successful completion. This is meant more like a nudge than 

to represent a physically realistic interaction. 

• User Adaptation – No adaptation for specific users was identified. 

Assessments: There are no formal assessments for the IVR training. Completion time is 

logged and provided in the trainees, as well as the oral peer-feedback they get during the 

training, but neither is analysed or compared with other relative data. 

Outcome: The interviewees perceived the IVR as a beneficial training method, still 

requiring development but due to the ever-increasing demand for fast training at a lower cost a 

step towards the right direction. 
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2.2.4.3 Grundfos 

Grundfos15 is the largest pump manufacturer in the world, with more than 18,000 employees 

globally. The annual production of more than 16 million pump units, circulator pumps, 

submersible pumps, and centrifugal pumps. 

 

Figure 32 IVR training solution in Grundfos. 

Challenge: Training employees in machine operation and safety procedures during the 

manufacturing process is a crucial task that benefits error and accident reduction. For such 

training machines are diverted from production to an idle state, increasing downtime and the 

need for maintenance and recalibration. 

Motivation: The VR training was also intended to reduce downtime and maintenance 

of machines while providing a safe, global, reusable tool for training. The development of the 

IVR training was carried out by Unity Studios16, a Danish VR development company. 

Design Elements: The VR platform includes seven different training applications, most 

of it targeting production workers, where training consist of completing a series of virtual 

versions of physical installations of machines, such as montage, measures of depth and 

centering, assembling construction parts, and packing a completed pump and preparing it for 

transportation. The IVR scenarios included a realistic representation of the machines and 

environment, as seen in Fig. 32, and visual cues to guide the user to perform the training tasks. 

Technological Elements: 

• Virtual Reality – The VR hardware in use was the HTC Vive tracked on a room-

scale. The VR environment was designed to exactly replicate the look and feel of 

 
15 hKps://www.grundfos.com/ 
16 Unity Studios is now SynergyXR - hKps://synergyxr.com/ 
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real-world Grundfos factories. Interactions were through the Vive controllers using 

both their tracked positions and the controller buttons. The trainees get audio, 

visual, and text cues guiding them to complete the training steps. 

• Haptics - No haptic feedback was reported. 

• User Adaptation – No adaptation for specific users was identified. 

Assessments: There was no systematic validation of the IVR training. An informal 

contest-type assessment between IVR trained and non-IVR trained employees provided equal 

performance metrics, depicting the validity of IVR as a training tool. 

Outcome: The IVR training is in use and stakeholders testify that with the use of IVR 

training, they observed an increase in the motivation and decrease of the time required to train 

employees. In addition, the employment of IVR provided the possibility of a) increased 

collaboration, as several VR users could train together on the same content regardless of time 

and space and b) deployment of a uniform training method and scenarios on a global scale.  

Nevertheless, some side effects like cybersickness, in a group of workers with no previous 

game experience, was also reported. 

2.2.5 Analysis and Discussion 

In this section, an attempt to integrate the findings from the three cases and answer the 

research questions posed as part of this research is depicted. 

What motivates industries to adopt IVR training? 

It was evident from the cases that even big companies, leaders in their fields, as the 

ones investigated herein, decided to invest in IVR training, precisely when a strong business 

case was made. In more detail, considerable training cost, scarce resources, downtime was 

parameters that made the investment in IVR training reasonable. Yet, it was also evident that 

the investments were dictated by an iterative process with funds released as the IVR content 

and features matured and tested, usually resulting in a proof-of-concept application that was 

then disseminated to the rest of the organisation. Other parameters reported as motivational to 

invest and adopt IVR training include safety, reusability, standardisation, and mobility. 

What technological parameters and design elements are incorporated in the IVR training? 

Design and technological elements – We identified certain design elements during the analysis 

of the use cases, and we categorised them as follows – 
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Hardware - All of the use cases involved well-known commercial HMDs like the HTC 

Vive. Nevertheless, the interviewees expressed interest to invest in untethered solutions like 

the Oculus Quest due to its portability, low cost, and ease of use. No specialised haptic devices 

or other apparatus were utilised to augment the training experience. 

Multi-user interactions - Clear intentions to apply peer cooperation in some form or 

another was reported. Siemens-Gamesa had a multi-user experience where two users had to 

cooperate to operate a crane and move equipment to the wind turbine nacelle. On the other 

hand, in the DSB case, a pairwise training strategy with peer-feedback was applied. This may 

reflect a trend in industrial training, as industrial activities are essentially cooperative in nature. 

Immersive features - Immersive VR has certain features that make it distinct, including 

the angle of view, three-dimensional interaction, head, and body tracking and immersive 

stimuli. In two of the cases a high-fidelity HMD (HTC Vive) is used along with precise tracking 

of the head and the controllers which leads to immersive experiences, while in one the Oculus 

Quest is used which offers the same capabilities but with a slightly lesser screen resolution. 

Unfortunately, the direct effects of the immersion were not mapped against any other parameter 

and/or the resulting performance. 

Object interaction realism - We broadly define object interaction realism as the fidelity 

of the interaction with digital objects in the virtual environment. In all three cases, there is a 

focus on high visual fidelity with near replicas of the environment, yet it was observed that the 

interaction with the digital objects is not realistic, identical to the real physical objects and 

tools. This is attributed to the design of the experience and the utilization of the generic VR 

controllers, which do not represent the dimensions, weight, and other physical characteristics 

of the objects and tools the trainees are being trained to use. Interestingly, in the DSB and 

Siemens-Gamesa cases, they used haptic feedback, with the latter including haptic feedback 

for signifying when the trainee hit walls and in the DSB case, to signify successful completion 

of tasks. The use cases did not reveal any use of haptics for motor skill training. 

Break in immersion - One may refer to “break in immersion” as any factor that can 

divert the user to lose their perceived feeling of immersion in the virtual environment. The 

Siemens-Gamesa and Grundfos cases seem to involve immersion in the VR environment, with 

the limitations of lack of object realism. However, the DSB case contains communication of 

the immersed in VR trainee with a fellow trainee situated outside the IVR environment (who 
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views the IVR scene via an iPad). One may argue that this interaction might break immersion, 

affecting the training performance. 

How is IVR training assessed and perceived by the stakeholders? 

Assessments in all the cases were oriented around either peer giving feedback to each 

other, or experts present at the site giving feedback to the trainees or unstructured contests. 

There were no structured automated assessments with objective and subjective measures.  

Nevertheless, the perception of these proof-of-concept applications was reported as positive 

across the board. Even so that in all the cases intentions to increase the investment and augment 

the percentage of IVR training applications were reported. 

2.2.6 Conclusion 

In this research, three prominent examples of IVR training in renewable energy, 

transportation services, and manufacturing sectors were depicted. Such industrial examples 

clearly provide helpful insights into the motivation, technological and design characteristics, 

and perception of IVR training from a business point of view. 

Our analysis depicted the value of building a business case in order to invest in IVR 

training, the use of commercial HMDs, the need for multi-user interactions, immersive 

features, object interaction realism, and immersion. Also, the lack of dedicated haptics or other 

apparatus and assessment methods. Our future plans involve experimentation upon these 

findings in order to frame IVR training and provide clear guidelines that can augment the 

training performance. 
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Chapter 3 - Investigating the Effectiveness of Immersive VR Skill Training 

and its Link to Physiological Arousal 
This chapter details the motivations, design, and analysis of a study using a fine motor 

skill training task in both VR and physical conditions. The objective of this between-subjects 

study was to a) investigate the effectiveness of immersive virtual reality for training 

participants in the “buzz-wire” fine motor skill task compared to physical training and b) 

investigate the link between participants’ arousal with their improvements in task performance. 

Physiological arousal levels arising from electro-dermal activity (EDA) and Heart Rate 

Variability (HRV) data calculated from ECG (Electrocardiogram) were collected from 87 

participants, randomly distributed across the two conditions. Results indicated that VR training 

is as good as, or even slightly better than, training in physical training in improving task 

performance. Moreover, the participants in the VR condition reported an increase in self-

efficacy and immersion while marginally significant differences were observed in the presence 

and the temporal demand (retrieved from NASA-TLX measurements). Participants in the VR 

condition showed on average less arousal than those in the physical condition. Though 

correlation analyses between performance metrics and arousal levels did not depict any 

statistically significant results, a closer examination of EDA values revealed that participants 

with lower arousal levels during training, across conditions, demonstrated better improvements 

in performance than those with higher arousal. These findings demonstrate the effectiveness of 

VR in training and the potential of using arousal and training performance data for designing 

adaptive VR training systems. This paper also discusses implications for researchers who 

consider using biosensors and VR for motor skill experiments. 

3.1. Introduction 

Virtual reality (VR) based training is increasing in popularity and is being explored in recent 

years across domains like education (Radianti et al., 2020), rehabilitation (Howard, 2017), and 

various industries targeting adult learners (Abich et al., 2021; Unnikrishnan Radhakrishnan, 

Konstantinos Koumaditis, et al., 2021; Renganayagalu et al., 2021; Xie et al., 2021). VR-based 

skill training brings in several advantages like allowing learners to practice procedures safely 

and repeatedly with consistent feedback (Hamilton et al., 2021). For example, in a Cochrane 

meta-analysis of studies investigating the effectiveness of VR training in endoscopy skills, it 

was found that VR training was more effective than no training and as effective as physical 

training (Khan et al., 2019). The advantages of VR training are being further enhanced by the 
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increasingly widespread availability of Immersive VR (IVR) technologies which make use of 

CAVE (Cave Automatic Virtual Environment) technologies or head-mounted displays 

(HMDs), offering high fidelity audio-visuals to the user (Makransky et al., 2019). The 

immersion and presence offered by IVR further enhance its effectiveness, particularly when 

the affordances of IVR are matched with the teaching/training method (Makransky & Petersen, 

2021). It must be noted that IVR still has limitations in comparison to physical reality, to name 

a few in particular: differences in visual acuity, field of view, and the presence of cybersickness, 

the latter possibly linked to differences in vestibular response (Ashiri et al., 2020). As the 

evidence for the effectiveness of IVR over other methods is mixed (Abich et al., 2021; 

Unnikrishnan Radhakrishnan, Konstantinos Koumaditis, et al., 2021), one may ask: how can 

IVR training be improved? 

IVR training primarily makes use of easily observable training/test performance metrics like 

task completion time and the number of errors (Abich et al., 2021; Unnikrishnan 

Radhakrishnan, Konstantinos Koumaditis, et al., 2021). In addition to such objective measures, 

literature on skill training outside of IVR has also investigated the links between arousal and 

performance (Storbeck & Clore, 2008; Yerkes & Dodson, 1908). The term arousal refers to 

many related phenomena like an increase in alertness, attention, emotion, or the ability to 

respond to stimuli through motor movements (Calderon et al., 2016). Arousal levels are 

measured using both subjective (questionnaires) and objective methods (sensors). Existing bio-

sensing technologies can measure pupil dilation, heart rate, electro-dermal activity, brain 

activity, skin temperature, respiration rate, and other measures of the body’s autonomic arousal. 

IVR literature provides several examples where arousal levels are incorporated into studies on 

social anxiety (Owens & Beidel, 2015), treatment of phobias (Diemer et al., 2016), presence 

(Terkildsen & Makransky, 2019), and other studies of emotions and behavior (Marín-Morales 

et al., 2018; Syrjämäki et al., 2020). However, there are only a few instances in Immersive and 

non-immersive VR training literature where arousal levels are measured and then linked to 

performance (Parong & Mayer, 2021; Wu et al., 2010). Such research would open up new 

avenues for advancing the state of the art, particularly aided by the increasing availability of 

cost-effective biosensors that can measure physiological arousal and their integration with 

commercial IVR technologies (e.g., HP Reverb, OpenBCI Galea). If such links can be 

established, IVR training itself may be further enhanced with adaptation (Zahabi & Abdul 
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Razak, 2020) by changing the parameters of the training environment to increase or decrease 

the trainee’s arousal levels and performance. 

This paper adds to the body of literature on motor skill training in IVR with a between-subjects 

fine motor skill training experiment. With the aid of N=87 participants, we compared the 

effectiveness of IVR against physical training conditions with a focus on performance and 

arousal. The latter is achieved with the use of wearable biosensors which measure physiological 

arousal in the form of electro-dermal activity (EDA) and electrocardiogram (ECG) signals. 

These were recorded from all participants across the two conditions. Furthermore, the study 

investigated improvements in performance after training along with subjective measures of 

immersion, presence, enjoyment, self-efficacy, and task load.  

3.2. Related Works 

Training in Virtual Reality 

Virtual reality has been described as a collection of technologies that creates synthetic and 

interactive three-dimensional environments (Mikropoulos & Natsis, 2011). These technologies 

range from highly immersive ones like head-mounted displays (HMDs) and CAVEs to devices 

providing a comparatively lower level of immersion like desktops and smartphone displays. 

Technological advances have resulted in HMDs becoming more popular in recent years, which 

in turn increased interest in their applications in education and training (Checa & Bustillo, 

2020; Makransky & Petersen, 2021). However, research suggests that IVR training should not 

be just implemented as a one-size-fits-all solution, but instead works best when the design 

factors of the training environment complement the capabilities provided by the IVR hardware 

(Jensen & Konradsen, 2018).  

Learning/training in immersive virtual environments extends across many domains like 

school/university education, rehabilitation training for patients, professional training for 

doctors, and office/industrial workers, where it focuses on diverse kinds of cognitive, affective, 

and motor skills (Jensen & Konradsen, 2018). For this study, we limit the discussion of training 

literature focusing on teaching various cognitive and motor skills to healthy individuals. 

Literature on cognitive skills taught in IVR primarily relates to school and college education 

(Hamilton et al., 2021), as well as teaching procedural and safety knowledge primarily for 

industrial training purposes (Feng et al., 2018; Patle et al., 2019). On the other hand, motor 

skill training literature in IVR has been dominated by medical use cases, particularly in the 
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surgical and dental domains which require fine motor skills (Unnikrishnan Radhakrishnan, 

Konstantinos Koumaditis, et al., 2021). IVR-based motor skill training researchers have 

investigated the relative advantages IVR-based training has over other training media (physical 

training, video training, etc.) or variations within IVR, like different levels of visual/haptic 

fidelity (Huber et al., 2018; Jain et al., 2020), participant characteristics (Shakur et al., 2015), 

and training methods (Harvey et al., 2019). The results of these studies have been varied; for 

example, Pulijala et al. (2018) found IVR to be more effective than video/presentation training, 

Hooper et al. showed IVR to be more effective than physical training for hip arthroplasty 

surgery, Butt et al. observed the same advantage of IVR over physical training for catheter 

insertion training, but the advantage disappeared after a week (Butt et al., 2018). Huber et al. 

found IVR to be as effective as an ‘augmented’ VR condition (Huber et al., 2018). In a 

comparison of IVR to desktop VR training, Frederiksen et al. found that IVR was inferior in 

its effectiveness and caused more cognitive load among students of laparoscopic surgery 

(Frederiksen et al., 2020). Thus, whether IVR training can be as effective or more effective 

compared to other types of training is inconclusive so far and an open research topic (Checa & 

Bustillo, 2020) and more so in the case of IVR-based motor skill training (Coban et al., 2022). 

This need inspired the first research question addressed in this work: RQ 1 - Is IVR training as 

effective as physical training in improving task performance? 

In order to answer this research question, it is important to include observable measures 

signifying training effectiveness (Magill & Anderson, 2016); for example, performance metrics 

like time for task completion, and quality metrics like the number of mistakes/errors (Abich et 

al., 2021; Unnikrishnan Radhakrishnan, Konstantinos Koumaditis, et al., 2021; Wulf et al., 

2010). While measuring such performance metrics, trainees may be tested before and after 

training to measure their performance improvement (Magill & Anderson, 2016) (p. 269). When 

the tests are performed in a physical setting, they provide a measure of the transfer of skills 

from the virtual to the real environment, which has been argued in literature to be crucial in 

establishing the effectiveness of IVR training (Jensen & Konradsen, 2018; Levac et al., 2019).   

Subjective measures have been linked to the effectiveness of learning/training in IVR 

environments in the Cognitive Affective Model of Immersive Learning (CAMIL) (Makransky 

& Petersen, 2021). The CAMIL framework suggests that there are two affordances to learning 

in immersive VR, namely presence (arising from immersion) and agency (arising from 

interactivity) which affect six other factors, i.e., interest, motivation, self-efficacy, embodiment, 
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cognitive load, and self-regulation, which in turn affect the effectiveness of IVR training. 

Popular subjective measures from IVR training literature, include measures of cognitive load, 

like the NASA Task Load Index (NASA-TLX) (Hart & Staveland, 1988), measures of 

immersion, like the Immersive Tendencies Questionnaire (ITQ), measures of presence, like the 

presence questionnaire (Witmer & Singer, 1998), measures of usability, like the System 

Usability Scale (SUS) (Brooke, 1996), measures of cyber/motion sickness, like the Simulator 

Sickness Questionnaire (SSQ) (Kennedy et al., 1993), and measures of self-efficacy (Lehikko, 

2021; Pintrich, 1991). It should be noted that while ‘Immersion’ is an objective measure of how 

vivid the VR technology can be made (for example, IVR is more immersive than desktop VR), 

‘Presence’ is understood to be a subjective measure of experience by users which arises from 

both immersion and interactivity in VR (Makransky & Petersen, 2021). Cognitive load is also 

crucial to understanding the effectiveness of VR in comparison to other media, as it is 

negatively correlated with learning/training effectiveness (Koumaditis et al., 2020b; Van 

Merriënboer & Sweller, 2010). Another subjective measure of importance is ‘self-efficacy’, 

defined as the subjective belief people have about their own ability to fulfill a task (Bandura, 

1986). Self-efficacy measures are gaining more attention in the literature, as it has been 

positively linked to the IVR modality and learning outcomes (Shu et al., 2019; Tai et al., 2022). 

Therefore, it is important to measure the subjective perception of trainees in different training 

modalities in order to investigate their relationship with training effectiveness. This need 

generates the second research question: RQ 2 - Is there a significant difference in the enjoyment, 

presence, immersion, task load, and changes in self-efficacy reported by participants in IVR 

compared to physical training? 

IVR training is used in various contexts of motor skills. These can be broadly categorized as 

context-specific or context-independent. Many examples of context-specific IVR training are 

found in the medical and surgical domains, where the procedure being trained can easily be 

used for the same procedure in the real world but rarely in other contexts. An example from the 

non-medical domain is Winther et al. (2020) who explored the effectiveness of IVR-based 

training vs conventional training for a pump maintenance task. Such context-specific 

explorations result in findings that can be applied in the real world easily but are limited by 

their limited external validity, i.e., they are hard to generalize to other contexts. An advantage 

of studies on employing context-independent scenarios is therefore that the result is often easier 

to generalize and transfer to related domains. Examples exist in the IVR motor skill training 
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literature that use more context-independent scenarios like puzzle assembly (Carlson et al., 

2015; Koumaditis et al., 2020b; Murcia-Lopez & Steed, 2018). Though such examples are not 

related to real-world tasks or scenarios, it can be argued that such studies and skill training 

scenarios may generate results that are more generalizable and transferable to related domains. 

Inspiration can be found in laparoscopy surgical training literature, where the use of box 

trainers is widespread, which are highly simplified representations of the tasks involved in 

laparoscopy (Aggarwal et al., 2004). In this paper, we identify a fine motor skill task (buzz-

wire or wire loop game) inspired by literature where it was previously investigated in 

ergonomics research (Shafti et al., 2016) and in the domain of motor control (Luvizutto et al., 

2022; Read et al., 2013) and rehabilitation (Budini et al., 2014; Christou et al., 2018). In this 

task, the aim is to move a metallic loop across a wire without entering into contact. Immediate 

feedback is provided when a mistake is made in the form of a loud ‘buzz’ and, in some cases, 

a blinking red light in the background. The wire is bent at different locations which makes the 

task challenging to perform while maintaining a steady hand (Shafti et al., 2016). Read et al. 

(2013) found that a buzz-wire setup was effective in assessing the relation between manual 

dexterity and binocular vision. Budini et al. (2014) used buzz-wire training along with hand 

postural exercises for patients with hand tremors in their experiment and found improvements 

in goal directed tasks. Christou et al. (2018) presents the only example of research using the 

buzz-wire setup in an IVR environment, designed as an exercise tool for patients who have 

suffered stroke and other brain trauma. Similar to Read et al. (2013), they found that the 

presence of binocular viewing is correlated with increased performance and also that they could 

distinguish between dominant and non-dominant hand performance. Furthermore, the details 

provided by Christou et al. (2018) on designing increasing levels of buzz-wire task complexity 

inspired the current study.  

Arousal and Learning 

Though the terms ‘arousal’ and ‘emotion’ have been used interchangeably in the literature, 

arousal is one aspect of emotion, along with valence (ranging from negative to positive) 

according to dimensional models of emotion (Posner et al., 2005; Rubin & Talarico, 2009). 

Similarly, the terms ‘stress’ and ‘anxiety’ have also been used to denote high arousal states with 

a negative valence (Janelle, 2002; Pakarinen et al., 2019). Multiple methods have been 

used/utilized to measure arousal levels, using both subjective (Bradley & Lang, 1994) and 

objective methods (Cacioppo et al., 2007). Among subjective techniques, subjects report their 
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degree of arousal using instruments like the Self-Assessment Manikin (SAM) (Bradley & 

Lang, 1994) and the Stress Arousal Checklist (Mackay et al., 1978). Such questionnaires are 

usually measured post-exposure and depend on the user’s knowledge of their own arousal 

levels, their memory of the task, and comprehension of the questions. On the other hand, 

objective measures of arousal are a function of the body’s autonomic nervous system, which 

produces measurable responses, reflecting the user’s emotional and cognitive state. This 

includes changes in skin conductivity (electro-dermal/EDA activity due to sweating), heart rate 

parameters (heart rate variability/HRV), respiration, skin temperature, pupil dilation, and brain 

activity (Cacioppo et al., 2007). These bio-signals can be measured by sensors placed on the 

body (usually non-invasive) to provide measures of physiological arousal. Objective bio-signal 

data also allow for a more fine-grained look at variations in the subject’s arousal levels during 

a study using measures like Event-Related potentials (ERPs) in EEG, Skin Conductance 

Responses (SCRs) in EDA, Inter-beat Intervals (or R-R intervals) in Heart Rate Variability 

data, among many others, where each signal can be used in isolation or be coupled with others 

in order to increase accuracy (Cacioppo et al. 2007). 

Arousal levels may have links to performance and learning outcomes, but limited empirical 

support is to be found. It has been hypothesized that an individual’s experience of arousal 

affects attention, perception of time, and memory (Storbeck & Clore, 2008), and that there is a 

non-linear ‘inverted U-shaped’ relationship between arousal levels and performance (Yerkes & 

Dodson, 1908). However, the results have been inconclusive in validating this hypothesis 

(Storbeck & Clore, 2008). Some examples from the literature point to a link between high 

arousal and better training performance (Homer et al., 2019; Matthews & Margetts, 1991; Ünal 

et al., 2013). On the other hand, some explorations related to training have found that low 

arousal leads to better improvements in performance (Kuan et al., 2018; Pavlidis et al., 2019; 

Prabhu et al., 2010; Quick et al., 2017). The link between arousal and learning/training adds a 

further layer of complexity since the effectiveness of training is measured not by task 

performance alone but by changes in performance across different periods, usually as a change 

in performance before and after training (learning gain). Movahedi et al. (2007) illustrate this 

complexity in a sports training context where they found that participants performed worse 

during a retention test when their arousal levels during the test were mismatched with the 

arousal levels (either high or low) during training.  
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The use of physiological data to measure arousal levels in IVR literature is rare; however, some 

representative examples that use heart rate-related metrics for measuring arousal include 

Muñoz et al. (2019) where HRV metrics (along with EEG data) were used to detect calmness 

states among participants using an IVR target shooting simulator, Cebeci et al. (2019) where 

eye tracking and heart rate were used to measure the impact of different virtual environments 

on factors like cybersickness and emotions among study participants, and Larmuseau et al. 

(2020) where HRV along with EDA and skin temperature were used to measure cognitive load 

among students’ learning statistics online. In the use of EDA data, some illustrative examples 

include understanding how soldiers respond to threatening stimuli during IVR training (Binsch 

et al., 2021), detecting student stress levels during a physics course (non-VR) (Pijeira-Díaz et 

al., 2018), and measuring EDA responses to insights made by participants in an IVR learning 

environment (Collins et al., 2019). There are currently only a few examples in IVR literature 

on the exploration of physiological arousal levels and their connection to fine motor skill 

training in virtual reality. One example is from a science education scenario where it was shown 

that learning in IVR leads to higher arousal and subsequently lower scores on a retention test 

(Parong & Mayer, 2021). Another example is from non-immersive VR where a Stroop 

interference task induced arousal in participants during a virtual driving task and then found 

the optimal arousal levels related to increased performance (Wu et al., 2010). Therefore, a 

research gap exists in the literature for understanding the link between motor skill training in 

IVR, improvements in performance due to the training, and physiological arousal levels of the 

trainees. The following research questions were generated in order to address this gap: RQ 3 – 

Is there a significant difference between the physiological arousal levels of participants in IVR 

training compared to physical training? RQ 4 – Is there a link between physiological arousal 

during training and improvements in performance after training? In the next section, the design 

of the experiment is detailed which will help address these questions. 

3.3. Methods 

The experiment contains three phases as depicted in Fig. 33: a pre-training phase common to 

all conditions where a pre-test of the motor skill is performed, a training phase in which the 

participants were randomly assigned to either VR or physical training conditions and a post-

training phase where a post-test of the motor skill was performed for participants from both 

training conditions. The following sub-sections details the motor skill task, the two 

experimental conditions, the pre-test and post-test tasks, the physiological and performance 
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data measured during the experiment as well as the subjective data reported by the participants. 

The section ends with a detailed description of the experimental procedure shown in Fig.1. 

 

 

Figure 33. Overview of experiment procedure.  

3.3.1 Motor skill task 

In this study, the trainee is asked to grab the apparatus as seen in Fig. 34 and guide the metallic 

loop across a wire as fast as possible with the least amount of touching between the loop and 

the wire. There are two variations of the task, varying on the feedback provided when the loop 

touches the wire, i.e., when a mistake is made. In the training task, when the participant makes 

such a mistake, three kinds of feedback were provided simultaneously:  

• Haptic feedback in the form of vibration in the Oculus Quest’s Touch controller. Vibration 

is set to the maximum frequency and amplitude available in the Oculus SDK and delivered 

for 1/10th of a second. 

• Auditory feedback was provided by playing a continuous 1000 Hz sine wave tone at 39 dB 

over the headphones worn by the participant (Sony WH-CH710N). Sound levels were 

verified and maintained across participants using the NIOSH iPhone app (National Institute 

for Occupational Safety and Health Sound Level Meter App). 

• Visual feedback is provided by switching on a red LED (Fig. 34) placed at eye level behind 

the wire. 
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Figure 34. Physical training condition. Left: participant moving loop across the wire in level 4. When the loop touches the 
wire, the participant receives audio, haptic, and visual feedback. Right: The four levels of training. 

 

Table 12. Training levels 

Difficulty 
Level Movement Pattern Level Design 

1 

The first level (48 cm long) is almost 
straight across the x-axis with short 
deviations in the y-axis. The participant 
can complete the task with minimal 
twisting of the wrist. 

 

2 

The second level is 52 cm long and has 
bends in the y-axis. Participants may 
have to twist their wrists substantially 
compared to level 1.  

3 
The third level is 52 cm long (similar in 
proportions to level 2) with bends in the 
z-axis.  

4 
The last and most challenging level is 
48 cm long with bends on all three 
axes.  

 

The training task in the physical and VR conditions is spread across four levels of increasing 

difficulty, with difficulty being specified as an increase in complexity of wrist movements 

needed to complete a level (see Table 12). For example, a wire with fewer bends requires less 

wrist movement, which in turn may produce fewer mistakes (i.e., the loop touching the wire) 

and the task may be completed (move from start to finish) quicker than a wire with more bends. 

This was verified in a previously published pilot study (Unnikrishnan Radhakrishnan, Alin 
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Blindu, et al., 2021). These four levels were intended to help the participants train themselves, 

i.e., to develop the skills required to perform the test task more effectively. It should be noted 

that there were no instructions provided in either condition to facilitate the training by letting 

the participant construct their strategies for improving their skill level subject to the constraint 

of the environment. 

3.3.1.1 Training in physical condition 

The wire in each training level rests on two 20cm tall pillars to provide better task ergonomics 

for participants (verified in a pilot test). Two black vertical wooden panels are placed at right 

angles on the wooden base (Fig. 34) and the entire setup is painted black to reduce visual 

distractions. The start and end positions are shaped like cylinders with grooves inside for the 

loop to be placed. An Arduino Uno placed in a microcontroller box is used to detect contact 

between the loop and the wire (denoting mistakes) using a simple switch circuit. A “mistake” 

signal is transmitted serially to the PC when the loop touches the wire. Two similar switch 

circuits are used to detect contact between the loop and the grooves on both the start and finish 

positions. When the participant lifts the loop off the start position, a “start task” signal is 

transmitted by the contact circuit to the PC; similarly, an “end task” signal is transmitted when 

the loop is placed in the end position. The loop is made by bending a 1mm thick metal wire 

with a diameter of 2.5cm. The loop is then screwed to a 3D printed handle (adapted from Lagos 

(2019)) that houses an Oculus controller (Fig. 34) to provide haptic feedback.  

3.3.1.2 Training in IVR condition 

Participants in the VR condition wore an Oculus Quest (1st generation) Head Mounted Display 

(HMD) (Fig. 35) connected to a PC and running on Rift mode. The VR environment was 

developed in the Unity3D (version 2019.4) game engine to closely resemble the physical 

environment. The wires (for each training level) and loop were designed using the Blender3D 

design software. The participants were presented with the same four levels in VR as in physical 

condition. They hold a physical handle containing the loop and the Oculus controller (like those 

in the test and physical training tasks). The position and rotation of both the controller and the 

HMD are provided by the Oculus SDK which is then used to move the virtual loop and the 

participant’s viewpoint in the three-dimensional space of the virtual environment (see Fig. 35).  
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Figure 35. (a) VR training environment. Virtual loop moving across level 2, (b) Ghost loop appears when contact is made, 
and the “real” loop goes outside the wire. It disappears when the loop is placed back inside the wire. Visual feedback in 

form of a red ‘X’ mark in the background also turns on during contact. (c) Participant in VR condition wearing an Oculus 
Quest HMD (Rift mode).  

The “Measurements” asset from the Unity Asset Store was used to scale and position objects 

identically to their real-world counterparts (vrchewal, 2020). Both haptic and audio feedback 

modalities used the same parameters as the physical condition, and the visual feedback was in 

the form of a red 3D light behind each wire turning on during contact between the virtual wire 

and the virtual loop (Fig. 35-b). Like the physical condition, “start task,” “end task,” and 

“mistake” signals were sent to the data collection module (Fig. 37). Physics collision meshes 

were defined on the 3D models of the loop, the start and end positions, and the wires across the 

four levels. Collision tests were performed by Unity’s inbuilt physics engine at 60 Hz. 

Though the VR condition mimics the physical, there are unavoidable differences between the 

two conditions:   

• Ghost effect during mistakes – When the participant makes a mistake, i.e., the loop touches 

the wire, there is nothing to physically restrict the participant’s hand, unlike the physical 

condition where there is an actual wire to provide resistance. Though there is haptic 

vibration when contact is made, by the time the mistake is made, the loop would have 

passed through the wire creating an unrealistic effect for the participant which could 
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potentially break their feeling of immersion (i.e., “being there”). To solve this, a “ghost 

effect” has been programmed to show a blue translucent loop at the contact position where 

the actual loop passes through the virtual wire (Fig. 35-b). This helps the participant 

understand how to bring their loop back into the wire, at which point the blue translucent 

‘ghost’ disappears. 

• VR familiarization – Participants were first exposed to a VR task to help them familiarize 

themselves with the movement of the virtual loop before starting the actual training. This 

is to avoid any negative outcomes from the novelty effect of using IVR among novice users 

(Hamilton et al., 2021). They were encouraged to intentionally make mistakes to learn the 

functionality of the ghost effect. The task is in the form of a straight wire which has no 

bends so that there is no unintended extra “training effect” for participants in the VR 

condition. 

• Differences in media – In addition to the above two features which distinguishes VR from 

the physical, there are other differences arising from the nature of the VR medium itself, 

for example - the field of view and the visual acuity provided by the Quest HMD is lower 

compared to that provided by healthy human vision (Adhanom et al., 2021; Cuervo et al., 

2018). Additionally, the weight of the HMD has not been replicated in the physical 

condition.  

3.3.1.3 Test task 

The wire in the test task is 52 cm long with eleven 90-degree bends in all three axes (x, y, and 

z) between the start and finish positions (see Fig. 36). Contact circuits like those used in the 

physical training setup are used here to detect contact between the loop and the wire as well as 

the corresponding start and end positions. The three contact signals “start task”, “mistake”, and 

“end task” are serially transmitted to the PC similar to the training setup (see 3.1.2). There is 

no “augmented” feedback provided when the participant makes a mistake in the test condition, 

i.e., there is no haptic, visual, or auditory feedback other than the natural feedback of two metal 

pieces touching each other. Like the training setup, all parts of the test setup are painted black 

to provide a consistent background with fewer visual distractions. An Oculus controller is 

placed inside the handle containing the loop to mimic the weight of the controller in the 

physical and VR training setups but provides no haptic feedback. The same test task is used 

before and after the VR/physical training task as an objective measure of training effectiveness.  
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Figure 36. Test task setup along with the loop attached to 3D printed handle containing a Quest controller. 

3.3.3 Sensors and data collection 

 

Figure 37. Software Architecture 

Data collected during the experiment comes from three kinds of sources: the biosensors, the 

task-related signals coming from the test and training setups, and subjective data recorded in 

an online survey (at the end of the experiment). The first two types of data are facilitated by: 

• iMotions – iMotions is a commercial software platform that supports data collection from 

commercial biosensors across many modalities (iMotions A/S, Copenhagen, Denmark). In 

this study, iMotions was used as the endpoint for storing all data coming through the 

dataflow pipeline shown in Fig. 37, as it integrates timestamped data from the two 

biosensors alongside performance-related data coming from the data collection module.  
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• Data collection module – A data collection module was developed in C# on the Unity3D 

game engine which collected task-related signals from the hardware setups (test and 

training) and the VR training software. Data from the hardware was read from two serial 

connections with a transmission rate of 9600 baud. The data collection module then 

transmitted in real-time the collected signals to the iMotions biosensor platform via a TCP 

socket connection (Fig. 37).  

Subsequent subsections discuss the biosensors used for measuring electro-dermal and heart 

rate signals, associated arousal metrics (3.3.1), performance metrics for measuring the 

effectiveness of training (3.3.2), and survey data to measure the subjective experience of 

training using online questionnaires (3.3.3). 

3.3.3.1 Physiological sensing 

For measuring the participant’s physiological arousal levels, the Polar H10 (heart rate) and the 

Shimmer GSR+ (skin conductance) sensors were used. Table 21 in the appendix details all the 

physiological metrics used, their source, and their relationship with arousal according to 

literature. 

Electrocardiogram (ECG) signals 

The Polar H10 (Polar Electro Oy, Kempele, Finland) is an Electrocardiogram (ECG) based 

Heart Rate (HR) monitor designed for athletes. It has been clinically validated to be as effective 

as medical-grade ECG hardware (Gilgen-Ammann et al., 2019) and has been used in recent 

VR literature (Muñoz et al., 2019; Ventura et al., 2021). It is worn around the chest with 

electrodes placed in contact with the skin. The data in the form of heart rate and Inter-beat 

Intervals (R-R intervals) are transmitted via a Bluetooth Low Energy (BLE) connection at a 

rate of 1-2 Hz to the iMotions application running on a PC. Measures of heart rate variability 

including time and frequency domain metrics have been calculated using the hrv-analysis 

Python library (Champseix 2022). 

Increases in arousal are indicated by increases in Heart Rate (time-domain) and frequency-

domain measures like LF/HF (Low Frequency/High Frequency) Ratio (Orsila et al., 2008; 

Slater et al., 2006). On the other hand, decreases in time-domain HRV measures like IBI (Inter-

Beat Interval), SDNN (Standard Deviation of NN Intervals), RMSSD (Root Mean Square of 

Successive Difference), and the frequency domain measure HFN (Normalized High-Frequency 
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Component), indicate an increase in arousal (Shaffer & Ginsberg, 2017). All HRV metrics have 

been baseline corrected by subtracting from them the corresponding mean baseline values 

(Healey & Picard, 2005; Wulfert et al., 2005).  

Electro-dermal activity (EDA) signals 

The Shimmer GSR+ (Galvanic Skin Resistance) unit (Shimmer Research Ltd., Dublin, Ireland) 

measures EDA by passing a small current through electrodes placed in two locations on the 

body. The locations for the electrodes were verified in a pilot study where Shimmer electrodes 

were placed on the foot, the forehead, and the fingers of two participants, and the signals 

generated in response to stimuli were examined for signal quality and consistency. It was found 

that the index and middle fingers were the most reliable locations for sensing skin conductance 

which matched recommendations from literature on skin conductance sensing (van Dooren & 

Janssen, 2012). The index and middle fingers of the left hand were chosen to allow study 

participants to use their right hand alone for moving the loop across the wires. 

Popular EDA measures include SC (Skin Conductance) measured in micro-siemens which 

increases in response to an increase in arousal (Collet et al., 2005). An increase in arousal also 

leads to a higher rate of skin conductance responses which are peaks in the SC amplitude lasting 

between 1-5 seconds after onset (Krogmeier et al., 2019; Terkildsen & Makransky, 2019). 

Accordingly, the SCRPeaks metric is calculated as the number of skin conductance response 

peaks per minute. Similarly, the mean peak amplitude of all SCR peaks (SCRAmp) is also a 

positive measure of arousal (Khalfa et al., 2002; Krogmeier et al., 2019). SCL levels have been 

baseline corrected by subtracting from it the mean baseline values (Potter & Bolls, 2012). All 

EDA signals were processed using the Neurokit2 Python library (Makowski et al., 2021).  

3.3.3.2 Improvement in performance 

The data collection module collects signals generated from both physical and IVR setups, 

namely the “Start task”, “End task”, and “Mistake” signals. These are used to calculate the 

following two measures of performance:  

• Task completion time (TCT) – The time taken to move the loop from start to end.  

• Contact time (CT) – The total time the loop is in contact with the wire during the task which 

quantifies the number of mistakes by the participant. 
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These two measures are then used to calculate the following measures of performance 

improvement:  

• Improvement in task completion time (TCT-I) – This is calculated by subtracting the posttest 

TCT from the pretest TCT for each participant. A positive value indicates an improvement 

in this performance metric.  

• Improvement in contact time (CT-I) – This is calculated by subtracting the posttest CT from 

the pretest CT for each participant. A positive value indicates an improvement in this 

performance metric. 

• Improvement Score (IS) – Since the participants are asked to complete the test task by 

satisfying two potentially competing goals – to minimize both task completion time and 

contact time – participants may choose to prioritize one over the other. For example, a 

participant can choose to complete the task very slowly to minimize the chances of contact 

with the wire or vice versa. To balance out these two metrics, it is necessary to create a 

combined score metric that considers both improvements in task completion time (TCT-I) 

and contact time (CT-I). To calculate this measure, we first divide the two performance 

improvement measures, TCT-I and CT-I, into 10 equal-sized quartiles for all participants 

across both conditions, transforming the values into scores from 1 to 10 where 1 denotes 

the least improvement in performance and 10 the most. Subsequently, IS for a participant 

is defined as the sum of these two scores. A hypothetical participant who has improved the 

most in both TCT-I (score = 10) and CT-I (score = 10) metrics would then get a final 

improvement score (IS) of 20. 

3.3.3.3 Subjective data 

Subjective data was collected from all participants towards the end of the experiment using an 

online survey tool (Microsoft Forms) running on a lab PC. The different subjective metrics are 

listed below.  

• NASA Task Load Index (NASA-TLX) – NASA Task Load Index (Hart & Staveland, 1988) 

is a validated measure of workload across six dimensions (Mental Demand, Physical 

Demand, Temporal Demand, Performance, Effort, and Frustration). The ‘raw’ version of 

the NASA-TLX without weighted rankings was given to the participants where the answer 

to each measure was on a scale of range 1-21 (Hart, 2006). 
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• Immersion Questionnaire – The immersion questionnaire from Högberg et al. (2019) was 

adapted. Participants are asked to give answers on a Likert scale ranging from 1 to 7 (from 

strongly disagree to strongly agree). A combined Immersion Score is calculated by taking 

the average of all the responses to items. See Appendix for a list of all items in the 

questionnaire.  

• Presence Questionnaire – The presence questionnaire was adapted from the physical 

presence subscale of the Multimodal Presence Scale (Makransky et al., 2017) and the 

telepresence questionnaire (Kim & Biocca, 1997). Participants are asked to give answers 

on a Likert scale ranging from 1 (strongly disagree) to 7 (strongly agree). A combined 

Presence Score is calculated by taking the average of all the responses to items (after 

reversing responses to inverse questions). See Appendix for a list of all items in the 

questionnaire. 

• Enjoyment – The participants are asked to rate their agreement with the question “The 

training session was very enjoyable” on a Likert scale from 1 (strongly disagree) to 7 

(strongly agree).  

• Self-efficacy – The participants are asked “How confident are you that you can perform a 

similar task effectively (go from start to finish as fast as you can with minimal mistakes) on 

a scale from 1 to 7?” to measure self-efficacy, once before the training and once after 

training. Details are provided in the next section. 

3.3.4 Study procedure 

Ethics approval was obtained from the local research ethics committee for experimenting with 

human subjects. The study was conducted in two rooms, one dedicated to IVR training and the 

other to physical training. Participants signed up for the study using the lab’s online participant 

recruitment system. The system automatically filtered the participants using the following 

criteria based on self-reported data (i.e., they were not medically certified or independently 

verified): (a) right-handed, (b) normal vision or corrected to normal vision with contact lenses, 

and c) no mental illnesses or sensitivity to nausea. The requirement for right-handedness was 

added to eliminate variation in the setup. Participants signed up for 45-minute timeslots of their 

choosing and were paid the equivalent of 15 Euros. Each condition/room was run by one 

researcher at a time. The researchers switched between them regularly to reduce investigator 

effects. The timeslots for both conditions were open from 9 a.m. to 5 p.m. on weekdays. 
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At the beginning of a session, the participants were asked to read and sign the consent form. 

They were then briefly familiarized with the experiment procedure by allowing them to practice 

on the first level of the physical training setup. Thus, all participants, independent of condition, 

were provided a chance to experience the physical setup (Fig. 34), the cue for starting each task 

(when they hear the word ‘Go’), and the proper way to lift the handle from the start position 

and to rest it on the end position. Thereafter, they were given the privacy to wear the Polar H10 

around their chest as the researchers left the room. After this, the Shimmer GSR electrodes 

were placed on the index and middle fingers of the participant’s left hand. The participant 

places her/his left hand on a Styrofoam support pad placed towards the left side of the table 

with the palms facing upwards and the fingers kept relaxed. The participant was asked not to 

move or flex her/his hand to minimize the noise in the recorded signals. The signal quality for 

both sensors was checked and verified in the iMotions software before the experiment started. 

Baseline biosensor data was then measured by asking the participants to remain seated quietly 

and still with their eyes closed, without heavy breathing. The baseline HR and GSR data were 

then used to normalize subsequent signals since the baseline HR and GSR values for each 

person varied considerably. The participants were then presented with the test task before 

training begins (detailed in section 3.1.1.). They start the test task after hearing the word ‘Go’ 

from the researcher. Upon completion, they were then asked the question on self-efficacy. 

Following this, they were trained on four levels of increasing complexity in either VR or 

physical conditions (depending on the random assignment at the beginning of the experiment). 

In the physical condition, after each level of training, the researcher would rotate the wooden 

base by 90 degrees (Fig. 34) so that the next level is facing the participant. This process took 

10 to 15 seconds, which was absent in the VR condition where the switch to the next level was 

instantaneous. At the beginning of each level, they were asked to relax for 30 seconds by resting 

their right hand on their lap and start the task only when they hear the word ‘Go’, this time 

from the headphone. After the training, the participant was asked the self-efficacy question 

again. They were then presented with a distractor task in the form of a maze to reduce the 

recency effect (Carlson et al., 2015; Winther et al., 2020). They were asked to spend about a 

minute both visualizing the solution and then picking up the maze with their right hand to solve 

it, in order to minimize recency effects (Bjork & Whitten, 1974). They were finally given the 

test task and again asked to perform it as quickly as possible with the least number of mistakes 

possible. Following this, the participant was asked to remove the sensors and to fill out an 
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online questionnaire containing the NASA-TLX questionnaire and questions on enjoyment, 

presence, and immersion. When the participant started performing either the test or training 

task, the researcher steps behind a panel to reduce biases in performance due to the Hawthorne 

effect (Demetriou et al., 2019). 

No personal information was recorded, except for those required for compensating the study 

participants, which were handled according to university data protection policies. The 

researchers followed Covid-19 safety protocols, including sanitizing the sensors, table, and 

buzz-wire handles after every participant completed the experiment. 

3.4. Results 

The statistical analysis was performed using the statistical methods available in SciPy 

(Scientific Python) and Pingouin packages (Vallat, 2018; Virtanen et al., 2020), and plots were 

generated using the Seaborn and Matplotlib Python packages (Hunter, 2007; Waskom, 2021). 

87 participants were part of the study, divided between the physical (N=42) and VR training 

(N=45) conditions. 48 participants identified themselves as male, 37 as female, and 2 as other. 

46 participants indicated their age group in the 18-24 range, and 36 indicated theirs in the range 

25-34. The majority of participants in the VR condition (69%, N=31) indicated that they had 

tried a VR head-mounted display 1-5 times, 1 reported trying IVR 5-10 times, and 6 reported 

trying IVR more than 10 times, whereas 7 had never tried VR before. Data from eight 

participants had to be excluded from the analysis of performance metrics because of data loss 

arising from VR headset tracking errors, and the biosignals from 15 participants had to be 

excluded from analysis due to sensor errors. Shapiro-Wilk tests for normality were applied to 

all the variables, and if a variable was found to violate assumptions of normality, non-

parametric statistical tests were used: Wilcoxon Signed Rank (Wilcoxon, 1945) for paired, and 

Mann Whitney U tests for independent tests (Mann & Whitney, 1947), and the related W and 

U statistics are reported. When the variables used for comparison, both followed normal 

distributions, Student’s t-test and Welch’s t-test (for unequal variances) were used to test for 

independence, and related t-statistic and Cohen’s d are reported. A significance level of 0.05 

was selected while interpreting the results of the statistical tests. The datasets analyzed during 

the current study are available from the corresponding author on reasonable request. 

3.4.1 Improvement in performance 
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Fig. 38 depicts the three performance metrics for the VR and physical conditions: task 

completion time (Fig. 38a), contact time (Fig. 38b), and improvement score (Fig. 38c) (see 

section 3.3.3.2 for definitions). The task completion time and contact time metrics were 

analysed to see if there were changes from the pre-training task to the post-training task. 

Analyses were also performed to see if there were statistically significant differences between 

the improvement scores of the two conditions. 

 

Figure 38. Change in performance metrics within VR (N=45) and physical conditions (N=42) for (a) contact time, (b) task 
completion time, and (c) between the conditions for improvement score. 

Within-condition changes  

In terms of contact time (CT), a statistically significant decrease of 1.21s from pre- to post-

training (p<0.001, w=126.0) was observed among participants in the VR condition (N=40). For 

the same group, a near statistically significant decrease of 1.33s was observed in the task 

completion time (TCT) from pre-training to post-training phases (p=0.062, w=352.0). In the 

physical condition (N=39), there was a statistically significant decrease of 1.07s in CT from 

pre- to post-training phases (p<0.001, w=114.0). On the other hand, though a slight 

deterioration of TCT may be observed in Fig.38-b for the physical condition from pre-training 

to post-training phases, this was not statistically significant (0.83s, p=0.412, w=387.0).  

Between conditions  

To compare performance in VR (N=40) and physical (N=39) conditions, improvements in task 

completion time (TCT-I), contact time (CT-I), and improvement scores (IS) were calculated 

(see section 3.3.2). Since the metrics from both these conditions were non-normally distributed, 

Mann-Whitney U independent samples tests were performed. The results showed no 

statistically significant differences between the improvement scores in the two conditions 

(p=0.353, t(77) = -0.38, d = 0.085). Regarding improvement in task completion time (TCT-I), 
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though it can be seen from Fig.38-b that the task completion time for participants in the VR 

condition shows a visible improvement (i.e. decreases), this was not statistically significant 

(p=0.2864, U = 722). CT-I also showed similar trends with participants in the VR condition 

showing no statistically significant differences with participants from the physical condition 

(p=0.4746, U = 773). 

3.4.2 Improvement in self-efficacy 

As indicated in Fig. 39, in the VR condition (N=45), there is a statistically significant increase 

in the reported self-efficacy from the pre-training phase (3.8) to the post-training phase (4.24; 

p=0.016, w=120.5). Though a slight increase in reported self-efficacy in the physical condition 

(N=42) from the pre-training phase (4.38) to the post-training phase (4.48) can be observed in 

Fig.39, this difference was found not to be statistically significant (p = 0.545, w = 191.5). It 

was also observed that the change in self-efficacy in the VR condition (0.44) was greater than 

the change in self-efficacy in the physical condition (0.095). This difference approaches 

statistical significance (p = 0.0585, U = 767.5). 

3.4.3 Task load 

Fig. 40 shows the item-wise scores for NASA-TLX between the VR (N=45) and physical 

(N=42) conditions. Participants reported their perceived task load on six dimensions, i.e., 

mental, physical, and temporal demand, along with frustration, effort, and performance (Hart 

& Staveland, 1988). Among these six dimensions, it can be observed that both VR and physical 

training result in similar task load values except for the temporal load parameter where 

participants in the physical condition report a mean score of 11.71 ± 2.87 (on a scale from 1 to 

21) which is significantly higher than what participants in the VR condition reported (9.16 ± 

2.49; p=0.012, U = 738.5). There was no statistically significant difference in the combined 

NASA TLX Score between the physical (11.62 ± 2.87) and VR conditions (11.53 ± 2.49; 

p=0.436, t(81.5) = 0.161, d = 0.03).  
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Figure 39. Left: Self-efficacy levels from pre-training to post-training phases (on a scale of 1-7). Right: Change in self-
efficacy levels across VR (N=45) and physical conditions (N=42). 

 

 

Figure 40. NASA TLX Scores across VR (N=45) and physical conditions (N=42). ** denotes significant difference at α = 
0.05 

3.4.4 Immersion, presence and enjoyment 

Fig. 41 shows the Immersion, Presence, and Enjoyment scores between the VR (N=45) and 

physical (N=42) conditions. Cronbach’s alpha coefficients were calculated for both 

questionnaires and found to be 0.88 for Immersion and 0.69 for Presence, indicating an 

acceptable internal consistency of the scales. An analysis of the Immersion Score (which is the 

mean of all items on the Immersion questionnaire) shows that participants in the VR condition 

report higher immersion on average (4.94 ± 0.99) as compared to participants in the physical 

condition (4.54 ± 0.98) and that this difference is statistically significant (p=0.031, t(84.47) = 

-1.88, d = 0.404) with statistical significance also being observed for items I2, I4, and I9. 

Analysis of the combined Presence Score shows participants reporting a higher score on 

average for VR (4.61 ± 0.93) compared to physical (4.4 ± 0.79). This difference approaches 
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statistical significance (p=0.0736, U = 774) with statistical significance also being observed 

for items P5, P6, P10, and P14. See Tables 25 and 26 in the Appendix for item-wise statistics 

for both Immersion and Presence questionnaires. Finally, participants report higher enjoyment 

for the VR condition (6.02 ± 1.23) as compared to physical condition (5.52 ± 1.15; p=0.0175, 

U = 696.5).   

 

Figure 41. Immersion, presence, and enjoyment scores across VR (N=45) and physical conditions (N=42). ** denotes 
significant difference at α = 0.05 

3.4.5 Physiological arousal 

Arousal levels between conditions 

Table 13 lists all the physiological arousal metrics recorded during the training session. Only 

data points recorded between the start and finish points for each training level have been 

considered and then averaged to generate arousal metrics that represent the whole training 

phase. The metrics listed have been adjusted to each participant’s baseline where appropriate.  

Table 13. Physiological arousal metrics across physical (N = 39) and VR training conditions (N = 39 for HRV, N=33 for 
EDA). ** denotes significant difference at α = 0.05, # denotes baseline corrected metrics. 

Physiological Arousal Metric Physical 
(Mean ± SD) 

VR 
(Mean ± SD) p-value 

HRV 

Mean HR# 0.05±3.6 -1.31 ± 4.29 0.066 
Mean IBI# 1.33 ± 48.15 16.86 ± 51.73 0.087 

Mean RMSSD# -8.6 ± 172.06 -22.2 ± 127.24 0.614 
Mean SDNN# -9.0 ± 125.07 -18.34 ± 79.84 0.3821 

Mean LF/HF Ratio# -1.15 ± 3.52 -1.02 ± 5.0 0.3086 
Mean HF Normalized# 9.72 ± 17.32 5.83 ± 22.19 0.1737 

EDA 
Mean SC# 2.63 ± 2.11 2.31 ± 2.21 0.1222 

Mean SCRAmp 0.21 ± 0.21 0.19 ± 0.16 0.445 
Mean SCRPeaks 12.04 ± 3.31 9.9 ± 2.29 0.0032** 
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Among EDA metrics, in the VR condition (N=33), the mean SCRPeaks of 9.9 was found to be 

significantly lower than the SCRPeaks of 12.04 in the physical condition (N=39) denoting 

higher arousal among participants in the physical condition (p = 0.0032, U = 885). Among 

HRV measures, mean baseline-corrected HR was lower in VR (-1.3) than physical (0.05) and 

the difference approaches statistical significance (p = 0.066, t(73.7) = 1.52, d = 0.34). Showing 

similar trends, the mean baseline-corrected IBI was found to be higher in VR (16.86) than 

physical (1.33) but the difference is not statistically significant (p = 0.087, t(75.6) = -1.37, d = 

0.31).  

Comparisons between other EDA and HRV metrics showed no statistically significant 

differences though they mostly align with the findings in the SCRPeaks and IBI metrics with 

higher arousal in physical than in VR. Among EDA measures, the mean SC across all training 

levels in the VR condition (N=33) is 2.31, which is lower than the mean SC from the physical 

condition (N=39), 2.63. However, this difference is not statistically significant (p = 0.1221, U 

= 747). Mean SCRAmp for VR (0.19) is lower than physical (0.21) but the difference is not 

statistically significant (p = 0.445, U = 676). Among time-domain HRV measures, the mean 

baseline-corrected RMSSD for VR (-22.22) is higher than physical (-8.6) with no statistically 

significant difference (p = 0.614, U = 732) and the mean baseline-corrected SDNN in VR (-

18.34) is lower than physical (-9.0) with no statistically significant difference (p = 0.3821, U = 

791). Among frequency domain HRV metrics, mean baseline-corrected HFN in VR (5.83) is 

lower than physical (9.72) where the difference is not statistically significant (p = 0.195, t(71.8) 

= 0.865, d = 0.196) and mean baseline-corrected LF/HF Ratio in VR (-1.02) is greater than 

physical with no statistically significant difference (p = 0.3086, U = 710). 

 

Figure 42. The participants (from both conditions) were divided into high and low-performance groups. The high 
improvement group is in the upper 75th percentile of performance based on the improvement score. Similarly, the low 

improvement group is from the bottom 25th percentile. Participants who showed the highest improvement had lower arousal 
than those who had the lowest improvement. 

Arousal level and performance 
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To assess the link between arousal levels and performance, data from both IVR and physical 

groups were combined, and Spearman rank correlation tests (for non-normal data) were 

performed between the physiological arousal metrics and performance improvement metrics. 

The tests showed almost no correlation between arousal and improvement in performance with 

most ρ values between -0.1 and 0.1. Notable statistically significant but weak correlations 

include the correlation between TCT-I and SCRAmp (ρ = -0.24, p = 0.041), TCT-I and SC (ρ 

= -0.24, p = 0.0434), and near statistically significant correlations include those between TCT-

I and RMSSD (ρ = -0.21, p = 0.068) and IS and SCRAmp (ρ = -0.19, p = 0.098). 

Table 14. Physiological Arousal Metrics across High (N=14 for HRV, N=11 for EDA) and Low Improvement groups (N=19 
for HRV, N=18 for EDA). ** denotes significant difference at α = 0.05, # denotes baseline corrected metrics.  

Physiological Arousal Metric High Improvement (N=14) 
(Mean ± SD) 

Low Improvement (N=19) 
(Mean ± SD) p-value 

HRV 

Mean HR# -0.11 ± 3.17 -1.24 ± 3.76 0.196 
Mean IBI# 6.17 ± 46.41 14.11 ± 53.97 0.196 

Mean RMSSD# 38.69 ± 274.99 -57.28 ± 120.41 0.6215 
Mean SDNN# 27.15 ± 201.54 -38.22 ± 73.97 0.5935 

Mean LF/HF Ratio# -2.02 ± 7.78 -0.37 ± 1.41 0.7013 
Mean HF Normalized# 0.58 ± 22.21 7.15 ± 19.15 0.2167 

EDA 
Mean SC#  1.59 ± 0.9 3.49 ± 2.74 0.0252** 

Mean SCRAmp 0.12 ± 0.09 0.25 ± 0.18 0.0298** 
Mean SCRPeaks 12.03 ± 2.29 11.92 ± 2.85 0.4198 

 

As part of a posthoc analysis to explore the relationship between arousal levels and 

performance, we defined two kinds of participants: high and low improvement groups in terms 

of their improvement score (IS) as denoted in Fig.42. Those participants whose IS was greater 

than the upper bound of the IQR (inter-quartile range), i.e., the top 25%, were defined to be in 

the high improvement group (N=14). Similarly, those participants whose IS was lesser than the 

lower bound of the IQR (the bottom 25%), were defined to be in the low improvement group 

(N=19). Table 14 shows the results of Mann-Whitney U tests to compare the physiological 

arousal metrics between these two groups. Among statistically significant differences, the mean 

SCRAmp of the low improvement group (0.25) was greater than that of the high improvement 

group (0.12) (p = 0.0298, U = 63), and the mean SC of the low improvement group (3.49) was 

greater than that of the high improvement group (1.59) (p = 0.0252, U = 55). 
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3.5. Discussion 

This section discusses the results and is structured around each of the four research questions 

formulated in the related works section. 

Is IVR training as effective as physical training in improving task performance? 

Both IVR and physical training result in statistically significant improvements in contact time 

(CT) from pre-training to post-training phases. This shows that participants from both training 

conditions achieved fewer mistakes while performing the task. Participants in the IVR group 

showed improvements in task completion time which neared statistical significance. However, 

for participants who underwent physical training, the task completion time did not show a 

statistically significant change. Overall, the results suggest that training in fine motor skills 

results in quantifiable performance improvements for participants in both IVR and physical 

training. This is expected and as per the literature on IVR-based skill training (Unnikrishnan 

Radhakrishnan, Konstantinos Koumaditis, et al., 2021).  

To compare the effectiveness of the two training modalities, three metrics to quantify 

improvement were defined: improvements in task completion time (TCT-I), improvements in 

contact time (CT-I), and an Improvement Score (IS) which combines the first two metrics. 

Statistical tests comparing these three metrics between IVR and physical conditions showed no 

statistically significant differences. Thus, the results indicate that IVR training is as effective 

as physical training for training in the buzz-wire task, thus supporting similar findings in other 

IVR skill training literature (Murcia-Lopez & Steed, 2018; Schwarz et al., 2020). One can 

argue that the novelty effect of IVR might have played a role in its effectiveness as it was 

observed that 31 participants in the IVR condition had tried VR only 1-5 times before the study, 

and 7 had never tried VR before. In a review, Merchant et al. (2014) found a link between the 

novelty effect of desktop VR-based high school education and learning outcomes and that the 

latter may even decrease as the number of VR sessions increases. Thus, novelty in VR use can 

play a role yet as the current study utilized a short familiarization task prior to the actual 

experimental task, this effect can only be a small attribute of the observed effectiveness  

The current finding that IVR training is as good as physical training should also be considered 

in terms of the potential for further enhancement of this training modality. Literature suggests 

different methods to do this: the inclusion of haptic feedback (Frederiksen et al., 2020; Winther 

et al., 2020) and the inclusion of body representation and movements (other than the head and 
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controllers) (Jensen & Konradsen, 2018). Inspirations for improving IVR training might also 

be taken from motor skill training literature which suggests techniques like decreasing the 

frequency of feedback as the skill level of the participant increases during training (Hebert & 

Coker, 2021), allowing participants to choose whether they want to receive feedback or not 

(Chiviacowsky & Wulf, 2005), or the IVR simulation adapting aspects of the training to the 

individual in real-time using physiological arousal levels and/or performance metrics (Zahabi 

& Abdul Razak, 2020).   

Is there a significant difference in the enjoyment, presence, immersion, task load, and changes 

in self-efficacy reported by participants in IVR compared to physical training?  

Participants in the IVR condition reported on average significantly more enjoyment levels than 

participants in the physical condition. This finding is consistent with IVR literature (Makransky 

et al., 2019). One parameter that is typically associated with frustration and lack of enjoyment 

during a VR experience is cybersickness. Herein, there were no incidents of cybersickness 

reported by the participants, probably due to the seated arrangement. Participants in the IVR 

condition reported on average more immersion (with statistical significance) than those in the 

physical condition. Similar trends exist for the presence measure, with participants in IVR 

training reporting more presence than those in physical training, where the difference was 

found to approach statistical significance. Though the IVR condition showed higher presence 

and immersion scores compared to the physical condition, it should be kept in mind that results 

from such metrics gain more importance when all subjects experience the same environment 

(Usoh et al., 2000). Nevertheless, the results are encouraging and as expected, as participants 

did not feel less immersed or present in the IVR environment as compared to the physical.  

The NASA-TLX results show that in all parameters except temporal demand, IVR training 

induces roughly the same workload on participants as physical training. This was expected, as 

all kinds of visual noise and other confounding variables were tightly controlled across both 

conditions. However, VR, if not designed properly, may cause more cognitive load due to the 

possible complexity and novelty of the VR interactions involved. The one task load parameter 

where IVR training shows a statistically significant advantage over physical training is 

temporal demand. However, one cannot draw clear conclusions from this finding and further 

research is needed, for example, to compare the total training time across both conditions 

(which was not part of the research questions) along with the perceived temporal demand. This 
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opens up interesting possibilities, due to the presence of a “time compression” effect in IVR as 

observed by Mullen and Davidenko (2021), where subjects experienced time to speed up while 

using VR compared to those in the control condition.  

Participants in both physical and IVR training conditions reported an increase in self-efficacy, 

though a statistically significant increase was found only for the IVR group. Increases in self-

efficacy levels have been found to correlate positively with learning outcomes (Makransky et 

al., 2019; Shu et al., 2019) and motor skill performance (Bandura, 1986). However, both VR 

and physical training in the current study did not show different levels of improvement in 

performance. It is possible that the novelty effects of VR caused participants in the VR 

condition to start initially with a lower self-efficacy in spite of the VR familiarization, but they 

ended up with self-efficacy levels similar to the physical condition by the end of the training. 

Further research is required to understand the links between self-efficacy and familiarity with 

the IVR medium. Additionally, these participants in the VR condition were observed to both 

have lower physiological arousal along with their increased self-efficacy. According to 

Bandura (1986)’s model of self-efficacy, there is a possible interaction between self-efficacy 

and arousal which merits further research in the context of IVR skill training.  

Is there a significant difference between the physiological arousal levels of participants in IVR 

training compared to physical training? 

Analysis of EDA and HRV metrics from the physiological arousal data revealed that IVR 

training caused less arousal than physical training, with a significant difference found for the 

SCRPeaks (EDA) metric and a near significant difference found for the HRV metrics Heart 

Rate and Inter-Beat Intervals. However, the frequency domain HRV measures, i.e., HFN, 

LF/HF ratio, and the time domain HRV measures SDNN and RMSSD showed no statistically 

significant difference.  

Though there is no literature on the comparison of arousal between IVR and non-IVR 

conditions for skill training, some indicative literature from other domains exists. Tian et al. 

(2021) found more physiological arousal (EDA, EEG measures) in participants being 

emotionally stimulated through videos in the IVR condition as compared to those in the 2D 

condition. Egan et al. (2016) in a comparative quality of experience study found greater HR in 

the IVR condition compared to the non-IVR 2D condition while they found that EDA showed 
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the opposite trend to our finding. We discuss possible causes for these seemingly contradictory 

trends towards the end of this section.  

Is there a link between physiological arousal during training and improvements in performance 

after training? 

A posthoc analysis was performed to compare the physiological data from participants with the 

highest improvement to those with the lowest improvement. This revealed greater arousal in 

two EDA measures (mean amplitude of skin conductance responses and mean skin 

conductance) for those participants who improved the least as compared to those who improved 

the most. This result is in alignment with findings from the literature; for example, in surgical 

simulation training (non-IVR), it has been found that lower performance is correlated with 

increased stress (higher arousal) levels (Prabhu et al., 2010; Quick et al., 2017). When 

correlation analysis was performed to compare the different arousal metrics with performance 

metrics for the whole study sample, we found statistically significant but weak correlations for 

improvement in task completion time (TCT-I) and among two EDA metrics: mean amplitude 

of skin conductance responses during training (SCRAmp) and mean skin conductance (SC). 

Further research should investigate the link between performance and arousal for participants 

across all levels of performance improvement.  

For the last two research questions (links between arousal and training condition, arousal, and 

performance improvements), we found significant differences only in EDA metrics but not in 

HRV. This might be because EDA is purely a measure of sympathetic activity, as skin 

conductance levels are not counteracted by the parasympathetic nervous system. On the other 

hand, heart rate activity is controlled by both the sympathetic system (which causes heart 

activity to increase) and the parasympathetic system (which causes heart rate activity to 

decrease back to the baseline) (Cacioppo et al., 2007). Some literature finds EDA measures to 

be superior in terms of measuring changes in arousal (Dawson et al., 2017), even above HRV 

(Healey & Picard, 2005).  

3.6. Limitations 

Motor skill learning literature indicates the possibility that short-term performance might 

misrepresent learning (Magill & Anderson, 2016). Although a distractor task (see section 3.4) 

was used in the current study to compensate for the short-term nature of the retention test, it 

may be necessary to perform the retention tests after longer intervals to give a more precise 
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understanding of the relationship between training conditions and retention. IVR skill training 

literature points to many comparative studies where retention tests after long intervals show 

better or the same retention in performance for the IVR condition as compared to non-

immersive VR and physical conditions (Butt et al., 2018; Buttussi & Chittaro, 2018; Sakowitz 

et al., 2019). An illustrative example is in the burr-puzzle solving task by Carlson et al. (2015), 

where participants in a physical training condition initially outperformed those in IVR in terms 

of knowledge retention, but after two weeks, this effect was reversed. These examples suggest 

that such results may be expected in contexts similar to the current study, however further 

research is still required. 

The study was also purposefully limited in terms of the ‘training’ provided. Here, participants 

were not given instructions during or after the training (knowledge of results) but participants 

get only automated feedback during the training when mistakes were made (knowledge of 

performance). Further research may build upon the design of the experiment and incorporate 

different training strategies or instructions. Also, the study is limited only to people who self-

reported to be right-handed, to better control the setup and minimize variations, but future 

research might consider designing buzz-wire arrangements that are compatible with left-

handed participants. 

Regarding considerations on arousal metrics, comparisons using HRV metrics in the current 

study showed a lack of significant results. This could potentially be explained if it is assumed 

that the main cause for arousal in the current task was contact feedback (audio-visual-haptic). 

Since the time spent by a participant in contact with the wire (i.e., committing mistakes) will 

only be a proportion of the total duration of the training, any short-term increases in HRV 

metrics (which is accompanied by a rapid return to normal) may get averaged out by variations 

in HRV metrics during the rest of the training where they do not make any mistakes. Another 

potential confounder, which could cause variation in HRV, is the physical aspect of the activity 

where the participant has the freedom to choose any possible configurations of hand-arm-

shoulder movement to complete the task with their right hand. Controlling this was beyond the 

scope of the current setup. Future studies may require a more fine-grained analysis of the 

relation between different stimuli (feedback during mistakes, difficulty in navigating certain 

parts of the wires) and physiological signals. Inspirations from the literature include Liebold et 

al. (2017) where a post-stimuli window of 10 seconds was used for heart rate metrics and 
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Boucsein (2012) which recommends a 1-5 seconds post-stimuli window to detect event-related 

skin conductance responses (ER-SCRs).  

Regarding the choice of sensors used, the study is limited to only two measures of physiological 

signals (EDA and HRV). There is a multitude of physiological sensors which can be used to 

detect physiological arousal like Electroencephalogram (EEG), skin temperature, and eye-

tracking. Additional sensors were not used as they might have made the experimental procedure 

more complex and affected the behaviour of the participants. However, additional sources of 

bio-signals merit further exploration in IVR training research as there are indications that some 

signals may make others redundant, for example, pupil dilation (from eye-tracking sensors) has 

been found to be correlated with both EDA and HRV (Wang et al., 2018). It is known that 

melatonin (which is correlated with the time of day), and temperature affect HRV and EDA 

metrics (Boucsein, 2012; Schachinger et al., 2008), but these factors were not controlled for in 

the experiment. On the other hand, these effects may have been reduced by the baseline 

correction applied to the various arousal metrics. Though arousal in this study is averaged 

across all the training sessions, the long recovery periods lasting several minutes for HRV 

signals to return to baseline levels (Moses et al., 2007), might potentially result in arousal from 

one level of training affecting the next. However, this issue may not affect EDA metrics, as a 

half recovery period from 2 to 10 seconds is found in the literature (Dawson et al., 2016), which 

is within the range of the 30 second rest interval between each level. The current study did not 

control for colour-blindness, and the self-reported normal vision of the participants was not 

medically certified, both of which might have caused differences in performance between the 

conditions.  

A related factor affecting our study is the inherent difference between the haptic feedback 

available in the IVR and physical conditions. Though the vibration aspect is identical in both 

conditions, in the physical condition there is the added feel of the physical wire though the 

vibration masks this feeling to a certain degree. We propose further experimentation in IVR 

modality alone, with conditions being varied for various haptic feedback modalities like 

portable, grounded, and wearable as observed by Unnikrishnan Radhakrishnan, Konstantinos 

Koumaditis, et al. (2021) in their analysis of the use of haptics in industrial skills training. The 

investigation of possible links between haptic feedback modality, physiological arousal, and 

improvements in performance holds promise for improving the state of the art in IVR-based 

skills training. 
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3.7. Implications for researchers 

Taking as a point of departure the findings and lessons learned from this study one may 

consider:  

• IVR and other training modalities must be designed to minimize distractions. This study 

tries to achieve this by using black panels covering the peripheral view of the participant 

and using headphones which, in addition to providing audio feedback, also minimizes 

external noise. In their review of motor skill learning literature, Wulf et al. (2010) found 

that performance is increased when there is an ‘external focus’ directed at the effect of 

the movement itself instead of an ‘internal focus’ directed at the trainee’s body 

movements. Therefore, it is recommended that such complexities be minimized unless 

there are reliable methods of representing hands, arms, and other relevant parts of the 

body realistically. The coherence principle from the Cognitive Theory of Multimedia 

Learning further supports this by stating that removing stimuli irrelevant to the training 

context can improve learning outcomes (Parong & Mayer, 2021). 

• VR hardware – The use of the Oculus Quest often requires minor calibrations related 

to the setting of tracking boundaries. This may be avoided by making sure the study 

environment is consistent between sessions or by using external trackers.  

• Polar H10 – This cost-effective yet highly accurate and reliable ECG heart monitor is a 

useful tool for measuring arousal levels (Polar Electro Oy, Kempele, Finland). 

Researchers should, however, take into consideration the time taken for setting up the 

device and for the study setup to give privacy and instructions to participants for 

properly wearing the device.  

• Shimmer GSR+ – This is a cost-effective and reliable device for measuring 

electrodermal activity (EDA) (Shimmer Research Ltd., Dublin, Ireland). The 

opportunity of measuring high-quality EDA signals from the fingers also restricts the 

training task from involving bimanual skills (use of both hands). Alternative but less 

accurate/convenient locations on the body can be considered if a training task demands 

the use of both hands (van Dooren & Janssen, 2012). 

• Buzz-wire task – This task allows for one-hand use making it convenient for studies 

using EDA. The training task itself provides immediate feedback and allows for 

variations, for example, different types of audio, visual, or haptic feedback.  
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3.8. Conclusion 

The study suggests that for the fine motor skill training presented, IVR training is as effective 

as physical training in improving task performance. Participants in the IVR condition reported 

an improvement in self-efficacy and significantly more enjoyment and immersion than physical 

training. Also, participants in the IVR condition on average displayed lower arousal than 

physical training. Though clear indications on the relationship between arousal and 

improvements in performance could not be found, EDA metrics hold potential for further 

investigation to answer this question by showing differences in arousal between high and low 

improvement groups. It is our understanding that such findings add to the IVR training field 

and can potentially pave the way to user-adaptive training systems (Zahabi & Abdul Razak, 

2020). 

Future work could incorporate subjective measures of arousal (like the Self-Assessment 

Manikin) into the immersive VR training as an additional layer to confirm findings from the 

physiological arousal signals. Additional measures like EEG could be employed to investigate 

the effect of the different types of stimuli on different brain regions, resultant cognitive load, 

and their relationship with arousal and performance (Hofmann et al., 2021; Tian et al., 2021). 

However, this should be implemented in a manner that does not break immersion/presence. It 

should also be noted that the current study does not explore the origins of the physiological 

arousal observed during the study but only its effects on performance improvement. It is 

reasonable to assume that the arousal observed may have been primarily caused by the direct 

feedback provided (visual, audio, and haptic) but other factors may also play a role. The study 

tries to control such extraneous factors by features in the study design like providing an initial 

baseline phase for the users to relax and also rest periods between training levels. The present 

study does not go into a fine-grained analysis of the relationship between arousal and stimuli 

like feedback from mistakes or challenging parts like bends in the wire, but rather looks at 

arousal across the whole training phase. There could be merit in understanding the short-term 

changes in arousal for various kinds of stimuli; for example, haptic feedback which is 

increasingly becoming a major focus point for IVR research as it affects task performance and 

presence (Kreimeier et al., 2019) and is crucial for many fine motor skill training tasks in VR 

like surgery (Rangarajan et al., 2020). This study also considers averaged performance metrics 

across the entire training session to answer the primary research questions, but future work 

might consider variations during the motor skill training, particularly in understanding different 
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control strategies and stages of learning (Sternad, 2018). Future studies may also try to 

incorporate a crossover study methodology in order to control for difference between groups, 

by exposing the same group of participants to counterbalanced exposures to VR and physical 

training with appropriate time intervals in between to reduce cross-over effects similar to Yin 

et al. (2019). 
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Chapter 4 - Haptic Feedback, Performance and Arousal: A Comparison 

Study in an Immersive VR Motor Skill Training Task 
This chapter details the investigation of the relationship between fine motor skill 

training in VR, haptic feedback, and physiological arousal. To do so, we present the design and 

development of a motor skill task (buzz-wire), along with a custom vibrotactile feedback 

attachment for the Geomagic Touch haptic device. A controlled experiment following a 

between-subjects design was conducted with 73 participants, studying the role of three 

feedback conditions -- visual/kinesthetic, visual/vibrotactile and visual only - on the learning 

and performance of the considered task. Results indicate that performance improved in all the 

three feedback conditions after the considered training session. However, participants reported 

no change in self-efficacy and in terms of presence and task load (NASA-TLX). All three 

feedback conditions also showed similar subjective arousal levels, but participants in the 

visual/kinesthetic feedback condition showed higher physiological arousal compared to those 

in the visual/vibrotactile one. Further analysis revealed that higher improvements in 

performance was linked to higher arousal levels. These results suggest the potential of haptic 

feedback to affect arousal levels and encourage further research into using this relationship to 

improve motor skill training in VR. 

4.1 Introduction 

Virtual Reality (VR) training is gaining popularity in medicine, rehabilitation, and industry, 

addressing various psychomotor, procedural, spatial, and decision-making skills (Abich et al., 

2021; Unnikrishnan Radhakrishnan, Konstantinos Koumaditis, et al., 2021). VR training 

provides virtual environments where trainees receive consistent and replicable training, 

allowing for an objective assessment of skills. However, evidence for supporting the 

advantages of VR training over other methods is mixed. For example, in a Cochrane meta-

analysis of VR-based endoscopy training literature, Khan et al. (2019) found that though VR 

training is better than no training, it is not better than conventional training, whereas Mekbib 

et al. (2020) in a meta-analysis of upper limb rehabilitation literature found that VR was better 

than conventional therapy. The effectiveness of VR for training may be enhanced by improving 

the sensory fidelity of VR, i.e., the “immersion” provided by the system through the use of 

head mounted displays (HMDs) or CAVE Automatic Virtual Environments (CAVEs) (Slater, 

2018). A more immersive and interactive VR system may indeed lead to higher perceived 

presence (the subjective response to immersion) (Slater, 2018), which in turn positively affects 
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the effectiveness of VR training (Makransky & Petersen, 2021). For the same reasons, haptic 

feedback in VR may increase presence and potentially training performance (Howard et al., 

2019; Kreimeier et al., 2019). 

However, employing haptics remains relatively unexplored in motor skill training literature 

in immersive VR (IVR) outside the surgical and rehabilitation domains. Therefore, further 

investigation, not only on the haptic feedback, but also on its modalities and variations can aid 

the discussion of how VR training might be enhanced (Unnikrishnan Radhakrishnan, 

Konstantinos Koumaditis, et al., 2021). Inspired by examples of motor skill training from 

immersive VR, (Christou et al., 2018; Radhakrishnan, Chinello, et al., 2022), this study focuses 

on a buzz-wire (or wire loop) task, where the aim is to move a metallic loop across a wire 

without touching it. This setup is used to investigate the following research questions:  

• RQ 1: Can vibrotactile or kinesthetic feedback influence VR training performance in a 

buzz-wire motor skill task? 

• RQ 2: Can motor skill training in VR with different haptic feedback (kinesthetic vs. 

vibrotactile) cause variations in arousal levels during training? Is there a link between 

physiological arousal during training and improvements in performance afterward? 

• RQ 3: Can motor skill training in VR with different haptic feedback (kinesthetic vs. 

vibrotactile) cause variations in reported presence, task load, and self-efficacy? 

4.2 Related Works 

Haptics in immersive VR training 

In a systematic review and meta-analysis of the use of different types of haptic feedback 

on VR and box trainers in laparoscopic surgical skills, (Overtoom et al., 2019) found that the 

addition of haptics provides only a small positive effect on task performance while providing 

a better learning curve at the beginning of training as compared to no haptics conditions. 

Similarly, Rangarajan et al. (2020) found that haptics enhanced surgical training further than 

training without haptics. They also found that the addition of haptic feedback reduced the 

learning curve for novice trainees. In fact, different modalities of haptic feedback have been 

documented in literature such as kinesthetic, vibrotactile and mid-air haptics. In this paper, we 

focus on kinesthetic and vibrotactile feedback modalities as they are suitable for providing 

relevant information regarding mistakes in the buzz-wire task. Kinesthetic feedback is closest 

to recreating real-world physical forces using grounded haptic devices, however, it faces the 
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issue of relatively high cost of equipment and programming complexity to efficiently simulate 

haptic interaction. On the other hand, vibrotactile feedback is a form of cutaneous feedback 

that uses vibrations to convey virtual contact sensations, which is commonly bundled in 

commercial VR controllers like the Oculus Touch and the Vive controller. 

VR training literature has compared vibrotactile and kinesthetic feedback against each 

other and other modalities. For example, (Islam & Lim, 2022) in their systematic review of 

vibrotactile feedback for motor skill training in VR found that vibrotactile feedback, used either 

alone or along with other feedback modalities was effective in most examples they analysed in 

VR literature. In the case of kinesthetic feedback, an indicative study is (Carlson et al., 2015) 

where IVR training with kinesthetic haptic feedback was compared to physical training of a 

burr puzzle assembly task. In the same work it was found that although physical training led to 

better immediate outcomes in terms of task time completion in tests, the VR group showed 

better performance on a delayed post-test. In a between-subjects comparison of different haptic 

modalities (vibrotactile and kinesthetic) for powered tool simulation, (Homer et al., 2019) 

found that vibrotactile combined with audio feedback led to the greatest increase in 

performance, whereas the addition of kinesthetic feedback did not improve performance. 

Kreimeier et al. (2019) performed a within-subjects study comparing the effect of vibrotactile 

feedback (plus visual), kinesthetic feedback (plus visual), and visual only (no haptics) on a 

throwing task in IVR, finding that kinesthetic feedback led to better task performance 

compared to the other modalities. These examples from literature illustrate the need for further 

research into investigating the effectiveness of different haptic feedback modalities. 

Haptic feedback and physiological arousal 

The term “arousal" refers to the increase in alertness and attention in response to 

external or mental stimuli. Subjective methods to measure arousal include questionnaires like 

the Self-Assessment Manikin (SAM) (Bradley & Lang, 1994) and the Affective Slider (AS) 

(Betella & Verschure, 2016). Physiological measures of arousal are obtained by measuring 

signals from the autonomic nervous system (ANS) including EDA (electrodermal activity) 

caused by sweating in response to arousal, HRV (Heart Rate Variability), respiration 

volume/rate, pupil diameter variation, and brain activity (Cacioppo et al., 2007). EDA is a 

common choice for measuring ANS activation due to its neuroanatomical simplicity (Dawson 

et al., 2016). HRV is also popular as it enables the differentiation of various psychological and 
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physiological states (Dawson et al., 2016). The relationship between arousal and task 

performance has been investigated in the literature. Though it has been hypothesized to be 

linked to performance in an inverted U-shaped curve according to Yerkes-Dodson law (Yerkes 

& Dodson, 1908), this has not been conclusively established by literature due to other factors 

like task complexity and personality factors (Bargh & Cohen, 1978; Storbeck & Clore, 2008). 

Increases in arousal for example can affect memory and cause retrieval of task-irrelevant 

information, which may affect training outcomes (Plass & Kalyuga, 2019). Though as 

discussed, both haptic feedback and arousal may affect task performance, the relationships 

between these three factors are not well established. There are few explorations linking arousal 

to haptic feedback in literature, for example, Gatti et al. (2013) used a Geomagic Touch (3D 

Systems, US) to render viscous forces onto participants’ hands while they viewed emotional 

pictures where they found an effect of haptics on subjective arousal (SAM) but not on 

physiological arousal (EDA, HRV, respiratory rate, and temperature). (Sampath et al., 2015) 

similarly linked an emotional pictures dataset with vibrotactile haptics and subjective arousal 

(SAM), finding that high-intensity haptic feedback on the fingers contributes to increases in 

subjective arousal. The literature on haptic feedback and physiological arousal is not well 

established in the VR literature, except for Krogmeier et al. (2019) for a non-motor skill 

training context and two pilot studies in the motor skill training domain (Koumaditis et al., 

2018) (Radhakrishnan, Koumaditis, et al., 2022). 

In addition to measures of performance and arousal, subjective measures of presence, 

and task load among others add additional insight into designing more effective haptics-

enabled VR training. There are examples from the literature of investigations into the 

relationship between presence and haptic feedback, where for instance Gibbs et al. (2022) and 

Cooper et al. (2018) found that multimodal (i.e., combinations of haptics with audio or visuals) 

feedback led to better presence as compared to providing feedback in any one modality alone. 

However, it is not clear which feedback modality, between kinesthetic and vibrotactile can 

cause the greatest increase in presence. Additionally, research has pointed to the links between 

task load and haptic modality. For example, kinesthetic feedback has been linked to lower task 

load in surgical VR training (Zhou et al., 2007) and VR motor skills therapy scenarios 

(Ramírez-Fernández et al., 2015). Weber et al. (2013) in a desktop VR peg-in-hole experiment 

found that kinesthetic feedback led to a lesser overall task load compared to vibrotactile and 

visual (no haptic feedback) conditions. It remains an open question if this pattern holds for the 
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buzz-wire task in immersive VR which requires finer motor skill control. Self-efficacy is 

another subjective measure that has been linked to motor skill performance (Bandura, 1986). 

Though studies have found VR training to be linked to increases in self-efficacy 

(Radhakrishnan, Chinello, et al., 2022; Shu et al., 2019), its link to training outcomes is unclear. 

4.3 Methods 

 

Figure 43 Experimental setup (physical tasks). (a) Physical experimental environment, where the participant moves the loop 
across the real wire. The participant wears an Electrodermal Activity (EDA) sensor (Shimmer GSR+). The Heart Rate 
Variability sensor (Polar H10) is worn around the chest, in contact with the skin (not visible in the picture). (b) The custom 
handle held by a participant. It houses six vibrotactile motors able to provide distributed vibrations when a mistake happens, 
i.e., the wire touches the loop. It was attached to a real metallic loop during the physical tasks (as in (a)) and to a Geomagic 
kinesthetic interface during the VR tasks (as in Fig. 45). (c) CAD representation of the custom handle, highlighting the 
positioning of the vibrotactile actuators, L: left, U: up, R: right, D: down, F: front, B: back. 

 

 

Figure 44 Flow of the experiment. First, participants perform the buzz-wire task in the physical environment (“pretest”), where 
they hold the handle attached to a metal loop and interact with a real buzz-wire. Then, participants are given training in an 
immersive VR environment (“VR Training (Phase 1)”). This time, participants hold the handle attached to a Geomagic Touch 
haptic interface and interact with a virtual buzz-wire, receiving either visual feedback only, visual and kinesthetic feedback, 
or visual and vibrotactile feedback. After this VR training, participants are asked again to perform the buzz-wire task in the 
physical environment (“intermediate test”). The experimental protocol is then repeated, with the participants again receiving 
training in an immersive VR environment (“VR Training (Phase 2)”), and then carrying out a final buzz-wire physical task 
(“post-test”). The two phases of VR training (“Phase 1” and “Phase 2”) provide the participants with different intensities of 
feedback. This experimental organization enables us to study the effect of VR training in the learning of the considered fine 
motor skill task. To do so, before the training, we asked participants to estimate their perceived efficacy in carrying out the 
task (“pre-training”), and, after the training, we asked participants to estimate their perceived task load, self-efficacy, 
subjective arousal, and presence (“post-training”). Other metrics, such as task completion time, contact time with the wire, 
and physiological arousal, are meausred throughout the whole experimental session. 
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We designed an experiment to address the research questions presented at the end of 

Section 4.1. As a representative example of fine motor skill task, we considered a buzz-wire 

(or wire loop) task, where the aim is to move a metallic loop across a wire without touching it 

(see Fig. 43a). The flow of the experiment is shown in Fig. 44, from left to right. First, all 

participants are asked to perform the buzz-wire task in a physical environment, called “pretest” 

in Fig. 44. During this task, participants hold a handle attached to a metal loop (see Fig. 43), 

which they move from one end of a physical wire to the other, as fast as possible and with the 

least number of mistakes. Then, participants are given training in an immersive VR 

environment to improve their task performance, called “VR Training (Phase 1)”. The VR 

training environment consists of multiple virtual buzz-wires, similar to the one in the pretest 

environment, but featuring different levels of difficulty (see Fig. 45). This time, participants 

hold the handle attached to a Geomagic grounded haptic interface. Similarly, as before, they 

had to move the loop across the considered virtual buzz-wire as fast as possible and with the 

least number of mistakes. During this VR training, participants receive different types of 

feedback about the contacts of the loop with the wire, according to the group they have been 

assigned to: one group of participants receives visual feedback only, one receives visual and 

kinesthetic feedback, and one receives visual and vibrotactile feedback. After this VR training, 

all participants are asked again to perform the buzz-wire task in the physical environment, 

called “intermediate test”. This post-training task enables us to compare how the VR training 

affected user's performance according to the feedback provided. Finally, this experimental 

protocol is repeated, with the participants once again receiving training in an immersive VR 

environment, called “VR Training (Phase 2)”, and subsequently analyzing the change in their 

performance in a final buzz-wire physical task, called “post-test” (see the right-hand part of 

Fig. 44). The two phases of VR training (“Phase 1” and “Phase 2”) provide the participants 

with different intensities of feedback, enabling us to also analyze whether the intensity of the 

feedback affect the user's performance.  

Performance of the task is measured using both objective metrics (completion time, 

mistakes, physiological arousal) and subjective measures (presence, task load, self-efficacy). 

The following sections detail each of the aforementioned parts of our experiment. 

Physical experimental environment 
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The physical environment is shown in Fig. 43. It is an adaptation of the physical test of 

motor skills used by (Radhakrishnan, Chinello, et al., 2022). The metal wire is long 52~cm and 

rests on two 20~cm-high pillars. The start and end positions are denoted by grooves on two 

white plastic cylinders on either side of the wire, designed so that the loop can rest on them. 

An Arduino UNO is used to detect the mistake signals, i.e., when the loop touches the wire, 

and transmit them to an external computer through a serial connection. Similar circuits are used 

to detect when the loop is lifted off the groove at the beginning of the task as well as when the 

loop reaches the groove at the end of the wire. A video showing the physical setup can be found 

at https://youtu.be/qZ6fBP-poAs?t=106. Participants were asked to carry out the task in this 

physical environment three times throughout the overall experience (“pretest”, “intermediate 

test”, and “post-test”), as described before and summarized in Fig. 44. 

Custom vibrotactile handle 

Figure 43 shows the custom handle designed to provide vibrotactile sensations about 

the (undesired) contacts between the loop and the wire, according to the feedback condition at 

hand. It is shaped as an ellipsoid and houses six vibrotactile modules, inspired from (Aggravi 

et al., 2018; Cabaret et al., 2022). The vibrotactile modules are positioned around the handle: 

four are placed symmetrically around the plane perpendicular to the main axis, and two are 

placed at the ends of the main axis (see Fig. 43). Small gaps around where the haptic modules 

are positioned weaken the transmission of vibrations, making it easier to recognize the source 

of the vibration.  

We carried out a perceptual experiment, enrolling 12 participants, to evaluate the 

capability of the handle to provide spatialized vibrotactile sensations. We activated one random 

motor at a time and asked the participants to indicate which one was vibrating (30 trials in total, 

5 per motor). Participants were able to correctly recognize the activated motor 68.0\% of the 

times (see Fig. 46). On the other hand, 13.6% of the times participants confused adjacent 

motors, while 18.4% they confused motors located further away. 
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Figure 45 Experimental setup (Virtual Reality training). (a) The Virtual Reality (VR) training environment, where participant 
holds the custom handle attached to the Geomagic Touch haptic device. (b) Level 1, (c) level 2, and (d) level 3 of the buzz-wire 
task, presented during the two phases of the VR training. (e) Detail of the the loop and handle avatars in VR, which have the 
same dimensions of their physical counterparts. (f) Visual feedback provided to the users when the loop contacts the wire: a 
semi-transparent blue loop indicates the true position of the loop as commanded by the user, while the standard opaque grey 
loop indicates the proxy/ideal position of the loop inside the wire. Visual feedback is provided in all the feedback conditions. 

 

Figure 46 Custom vibrotactile handle: perceptual experiment. Confusion matrix showing the recognition rates when 
activating each of the six motors (see also Fig. 43). 

VR training environment 

The VR training environment is shown in Fig. 45. It was composed of three virtual 

buzz-wires levels, shown in Figs. 45b, 45c, and 45d. Level 1 was 57~cm long (end to end) with 

a horizontal span of 21~cm and eighteen 90o bends (see Fig. 45b); level 2 was designed to be 

the mirrored version of level 1 so that the beginning and the end were inverted (see Fig. 45c); 

and level 3 was designed to be the same as level 1 but tilted 45o around the main axis of the 

wire (Fig. 45d). Participants were asked to wear an Oculus Rift Head Mounted Display (HMD) 

and hold the custom handle attached to a Geomagic Touch interface, as shown in Fig. 45a. The 

latter is used to track the movement of the user to animate the virtual loop in all feedback 

conditions (see Figs.45e and 45f). It is also used to provide kinesthetic feedback in the 

dedicated feedback condition. 
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Feedback conditions during VR training 

Participants undergo two training phases in VR to become better at the buzz-wire task. 

They are randomly assigned to one of the three VR training conditions: visual feedback only, 

visual, and kinesthetic feedback, and visual and vibrotactile feedback about the contacts 

between the loop and the wire, that users are asked to minimize. Each subject carries out the 

VR training in only one feedback condition. 

Across the two VR training phases (“Phase 1” and “Phase 2”, see Fig. 44) the intensity of 

the haptic feedback, kinesthetic and vibrotactile, changes. Haptic feedback provided during 

Phase 2 is 50\% stronger than that provided during Phase~1, for kinesthetic and vibrotactile 

feedback, respectively. On the other hand, visual feedback does not change across the two VR 

training phases. 

We carried out a short preliminary experiment to ensure that this difference in haptic 

intensity was noticeable. The change was indicated as “clearly noticeable” by the 12 

participants of the preliminary test, who were asked to carry out the VR buzz-wire task four 

times, one per feedback intensity (medium, high) and type of haptic feedback (kinesthetic, 

vibrotactile), and describe their experience. The indications and results of this preliminary 

study have been used to set the parameters of the provided feedback as well, as detailed in the 

following Sections. 

Below we detail the three types of feedback conditions. 

(1) Visual feedback only 
In this feedback condition, whenever the loop touches the wire, the virtual 

representation of the loop doubles, as shown in Fig. 45f and at  

https://youtu.be/qZ6fBP-poAs?t=65. A semi-transparent blue loop indicates the true 

position of the loop as commanded by the user, while the standard opaque grey loop 

indicates the proxy/ideal position of the loop, still inside the wire. It is worth noticing 

that here both the motors in the custom vibrotactile handle and the kinesthetic force 

feedback provided by the Geomagic Touch actuators are not active, while the user still 

holds the same handle attached to the kinesthetic interface to perform the task. During 

the contact situation, the opacity of the semi-transparent blue loop increases as it moves 

away from the proxy position of the loop inside the wire. Finally, a dotted line indicates 

the direction where the user should move to rejoin the wire and continue the task; the 
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color of the line changes from black to red as the user moves the loop away from its 

proxy position inside the wire. 

(2) Visual and kinesthetic haptic feedback 
In this case, whenever the loop touches the wire, participants receive the visual 

feedback as well as kinesthetic feedback forces provided by the Geomagic Touch 

interface. Specifically, the loop-wire haptic interaction was rendered using a simple 

elastic model with stiffness 56.7 N/m and 85 N/m for the two phases of the VR training, 

respectively. The linear damping was kept constant in both phases at 8 Ns/m. These 

values were chosen following the indications of the preliminary study, so as to resemble 

as much as possible the interaction with the physical buzz-wire. 

(3) Visual and vibrotactile haptic feedback 
In this case, whenever the loop touches the wire, participants receive the visual 

feedback as well as vibrotactile feedback stimuli provided by the custom handle. 

Specifically, vibrations were provided along the direction where the contact between 

the virtual loop and wire happened, e.g., if the loop touched the wire in its upper sector 

(as in Fig. 45f), the vibration was provided by the motor U (up) (see Fig.  43c); if the 

loop touched the wire in its lower sector, motor D (down) would be activated. The 

vibration amplitude was fixed and set to 0.33g for phase 1 and 0.49g for phase 2 of VR 

training. These values were chosen again following the indications of the preliminary 

study, to resemble as much as possible the interaction with the physical buzz-wire. 

 

Metrics 

Objective performance metrics 

In their review of haptic feedback for motor skill training, (Basalp et al., 2021) listed three 

types of metrics that can be used to objectively measure performance, i.e., spatial, temporal, 

and spatiotemporal metrics. We considered three metrics: 

a) Task completion time (TCT), which is the time taken to move the loop from start to 
end; 

b) Loop-wire contact time (CT), which is the time spent by the wire in contact with the 
wire. 

c) Improvement score (IS), which is calculated by rank ordering improvements among all 
participants into ten equal quantiles for TCT and CT separately. A rank order of 1 
denotes the least improvement in performance while a rank order of 10 denotes the 
most improvement. Subsequently, IS for a participant is defined as the sum of the ranks 
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for TCT and CT, e.g., a participant who has improved the most in both TCT (rank order 
= 10) and CT (rank order = 10) would get an IS of 20. 

Subjective measures 

We considered subjective metrics related to perceived task load, self-efficacy, 

subjective arousal and presence. To measure task load, we used NASA-TLX(Hart & Staveland, 

1988), across the six standard dimensions - Mental Demand, Physical Demand, Temporal 

Demand, Performance, Effort, and Frustration. A combined task load score was then taken by 

averaging all six dimensions. To measure self-efficacy, the participants are asked the question  

“How confident are you that you can perform a similar task effectively (go from start to finish 

as fast as you can with minimal mistakes) on a scale from 1 to 7?”, both before and after the 

training (see also Fig. 44). To measure subjective arousal, we combined the arousal sub-scale 

of Self-Assessment Manikin~(SAM) (Bradley & Lang, 1994) with the Affective Slider (Betella 

& Verschure, 2016), as seen in (Granato et al., 2018). To measure presence, we used the five 

dimensions in the physical subscale of the Multimodal Presence Scale (Makransky et al., 2017). 

Physiological arousal metrics 

To investigate the participants' arousal levels, heart rate variability, and electrodermal 

activity, we used the Polar H10 (Polar Electro Oy, Finland) and Shimmer GSR+ (Shimmer 

Research Ltd., Ireland) sensors. Baseline values were subtracted where applicable from the 

physiological arousal metrics to control for individual physiological differences (Braithwaite 

et al., 2013). All physiological sensor data were streamed and stored using the iMotions 

platform (iMotions A/S, Denmark). See Section 4.2 for details about how these metrics are 

used in the literature. 

Table 15 Relationship between increases in physiological arousal and EDA and ECG metrics. 
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a) Heart Rate Variability 
The Polar H10 is an Electrocardiogram (ECG) heart rate monitor often used in VR 

studies (Radhakrishnan, Chinello, et al., 2022). The sensor is worn around the chest 

with direct contact with the skin. Data in the form of heart rate and Inter-beat Intervals 

(R-R intervals) are transmitted via Bluetooth at a rate between 1 and 2 Hz to the PC and 

then recorded by the iMotions application. Based on the raw R-R interval data, different 

measures of heart rate variability, including time and frequency domain metrics, were 

calculated using the hrv-analysis Python library (https://github.com/Aura-

healthcare/hrv-analysis). Table 15 shows the link between increases in arousal and its 

effect on ECG based metrics. Increases in arousal are indicated by increases in Heart 

Rate and Low Frequency/High Frequency (LF/HF) Ratio (Orsila et al., 2008). On the 

other hand, decreases in HRV measures like IBI (Inter-Beat Interval), SDNN (Standard 

Deviation of NN Intervals), RMSSD (Root Mean Square of Successive Difference), 

and the frequency domain measure HFN (Normalized High-Frequency Component), 

indicate an increase in arousal (Narciso et al., 2020). 

b) Electrodermal activity (EDA) 
The Shimmer GSR+ (Galvanic Skin Resistance) measures EDA by passing a small 

current through electrodes placed on the index and middle fingers in the left hand 

(Radhakrishnan, Chinello, et al., 2022), to allow the participants to use their right hand 

for carrying out the buzz-wire task. The sampling rate was 128 Hz. EDA measures used 

in this study include SC (Skin Conductance), which increases in response to an increase 

in arousal (Collet et al., 2005). Table 15 also shows the link between increases in arousal 

and its effect on EDA metrics.  An increase in arousal also leads to a higher rate of Skin 

Conductance Response Peaks per minute (SCRPeaks) which are peaks in the SC 

amplitude lasting between 1-5 seconds after onset (Krogmeier et al., 2019). Similarly, 

the mean peak amplitude of all SCR peaks (SCRAmp) is also a positive measure of 

arousal (Krogmeier et al., 2019).  All EDA signals were processed using the Neurokit2  

Python library (Makowski et al., 2021). 

 

Experimental procedure and participants 

Participants signed up for the study using the University online participant recruitment 

system and were randomly assigned to one of the three feedback conditions. They had to satisfy 

these criteria: (a) right-handed (to minimize variation in the setup), (b) normal vision or 
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corrected-to-normal vision with contact lenses (no glasses), and c) no mental illnesses or 

sensitivity to nausea. Participants signed up for 35-minutes time slots of their choosing and 

were paid the equivalent of 12 Euros. Approval for this experiment was obtained from the 

Cognition and Behavior Lab's Human Subjects Committee (approval code: 339), Aarhus 

University. 

After reading and signing the consent forms, participants were familiarized with the 

experimental task by an experimenter, who demonstrated the task. Thereafter, participants were 

given privacy to place the Polar H10 around their chest. Afterwards, the Shimmer GSR 

electrodes were placed on the index and middle fingers of the participant’s left hand. Finally, 

participants were assisted in wearing a sling around the neck so that they could rest their left 

hand with the fingers relaxed, as seen in Fig.  43a. Participants were asked to keep their left 

hand still, so as to minimize the noise in the recorded signals. The signal quality for both 

sensors was verified before the experiment started. Baseline data from these biosensors were 

measured with the participants seated quietly, with their eyes closed, breathing normally, and 

without wearing the HMD. 

The overall flow of the experiment is summarized in Fig. 44. 

4.4 Results 

Participants and data analysis 

73 participants enrolled in the study, randomly divided between visual/kinesthetic 

(n=26), visual/vibrotactile (n=22), and visual only (n=25) feedback conditions. 37 participants 

identified themselves as female, 35 as male, and 1 as other. 36 participants indicated their age 

group in the 25-34 range, 33 in the range 18-24, and 4 in the range 35--44. More than half of 

the participants in the study (49) indicated that they had tried VR using a head-mounted display 

more than once, while 24 reported never having used it before the experiment. An analysis of 

the quality of the HRV and EDA data using iMotions led to dicarding of HRV and EDA data 

from 3 and 20 participants, respectively, due to signal quality issues. Unfortunately, this is a 

common problem for these measurements, as they are very sensitive to movements (EDA) 

(Boucsein, 2012) and the fastening/positioning of the sensor (EDA, HRV), which can change 

inadvertently during the experiment. The other metrics were not affected. Shapiro-Wilk tests 

for normality were applied to all the variables, and if a variable was found to violate 
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assumptions of normality, non-parametric statistical alternatives were used. A significance 

level of 0.05 was selected while interpreting the results of the statistical tests. 

Objective performance 

We analyzed the task completion time~(TCT), contact time~(CT), and improvement 

scores~(IS), as described in Section 4.3. Improvements in performance metrics due to training 

are evaluated as changes: 

• from the pretest to the post-test physical tasks (referred to as “overall training”); 
• from the pretest to the intermediate test physical tasks (referred to as “Phase 1 

training”); 
• from the intermediate test to the post-test physical tasks (referred to as “Phase 2 

training”). 

 

Table 16 Summary of Two-way Mixed ANOVA Results for Task Completion Time and Contact time by Feedback Condition 
(between-subjects) and Test Iteration (within-subjects) 

 

Task completion time (TCT) 

Fig.  47a shows the task completion time across the three physical buzz-wire tests. A 

two-way mixed ANOVA was conducted to analyse the differences between “feedback 

conditions” (between-subjects factor: visual, visual/kinesthetic, visual/vibrotactile) and “test 

iterations” (within-subjects factor: pretest, intermediate, and post-test physical tests) on this 

metrics. Table 16 summarizes the results of the following analysis. Mauchly's test of sphericity 

indicated that the assumption of sphericity was violated for the two-way interaction, χ2 

(2)=30.089, p<.001. Therefore, a Greenhouse-Geisser correction was applied (ε=0.737). There 

was no statistically significant interaction between the feedback condition and test iteration on 

TCT, F(2.946, 101.653)=.650, p=.582, partial η2=.019. The main effect of time showed a 

statistically significant decrease in TCT over the three test iterations, F(1.473, 101.653)=7.582, 

p=.003, partial η2=.099, with TCT decreasing from 31.53 ± 21.57s (mean ± standard deviation) 

in the pretest, to 27.98 ± 15.64s in the intermediate test and to 26.2 ± 13.97s in the post-test. 
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Post hoc analysis with a Bonferroni adjustment revealed that TCT decreased significantly from 

pretest to intermediate test (3.63s, p=.024), and from pretest to post-test 5.34s, p=.01) but not 

from intermediate test to post-test (1.7s, p=.304). The main effect of group showed that there 

was no statistically significant difference in task completion time between feedback conditions 

F(2, 69)=1.93, p=.153, partial η2=.053. 

 

Figure 47 Mean performance metrics with error bars (CI : 95%) across the three physical buzz-wire tests for 
Visual/Vibrotactile, Visual/Kinesthetic, and Visual feedback conditions for (a) task completion time (TCT) and (b) contact 

time (CT). * denotes significant difference at α=0.05. 

Contact time (CT) 

Fig. 47b shows the contact time across the three physical buzz-wire  tests. As before, a 

two-way mixed ANOVA was conducted to analyse the differences between feedback 

conditions and test iteration for this metrics (see Table 16 for a summary of the results). 

Mauchly's test of sphericity indicated that the assumption of sphericity was met for the two-

way interaction, χ2 (2) = 4.754, p=.093. There was no statistically significant interaction 

between the feedback condition and test on CT, F(4, 138)=0.75, p=.559, partial η2=.021. The 

main effect of time showed a statistically significant difference in CT over the test iterations, 

F(2,138)=18.11, p<.001, partial η2=.208, with CT decreasing from 7.25 ± 2.49s (mean ± 

standard deviation) during the pretest, to 6.18 ± 2.99s in the intermediate test, and to 5.68 ± 

2.58s in the post-test. Post-hoc analysis with a Bonferroni adjustment revealed that CT 

decreased significantly from pretest to intermediate test (1.07s, p=.002), and from pretest to 
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post-test (1.61s, p<.001) but not from intermediate test to post-test (0.53s, p=.153). The main 

effect of feedback condition showed that there was no statistically significant difference in 

contact time between the feedback conditions, F(2,69)=0.992, p=.376, partial η2=.028. 

Improvement Score (IS) 

A one-way ANOVA was performed to compare the improvement score between the 

three feedback conditions, which revealed no statistically significant difference 

(F(2,69)=0.047, p=0.95). 

Self-Efficacy, Task load, Presence 

A two-way mixed ANOVA was conducted to analyse the effect of feedback condition 

(between-subjects factor: visual, visual/kinesthetic, visual/vibrotactile)) and test iteration 

(within-subjects factor: pre-phase 1 training, post-phase 1 training, pre-phase 2 training, post-

phase 2 training) on self-efficacy (SE). Mauchly's test of sphericity indicated that the 

assumption of sphericity was violated for the two-way interaction, χ2 (5)=32.45, p<.001. 

Therefore, a Greenhouse-Geisser correction was applied (ε=0.788). There was no statistically 

significant interaction between the feedback condition and time on self-efficacy, 

F(4.729,165.52)=1.143, p=.339, partial η2=.032. The main effect of time did not show a 

statistically significant difference in mean SE at the different time points, 

F(2.365,165.52)=1.549, p<.0005, partial η2=.022. The main effect of feedback condition 

showed that there was no statistically significant difference in mean SE between feedback 

conditions F(2,70)=1.135, p=.327, partial η2=.031.  

 

Figure 48 (a) NASA TLX and (b) Presence scores across Visual/Vibrotactile, Visual/Kinesthetic, and Visual conditions. Mean 
and 95% confidence interval are reported. 
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Fig. 48a shows the overall NASA-TLX score obtained by calculating the average of the 

six NASA-TLX task load dimensions (mental demand, physical demand, temporal demand, 

performance, effort, and frustration) reported by the participants. One-way ANOVAs/Kruskal-

Wallis tests were performed to compare the effect of feedback condition on the individual 

NASA-TLX dimensions revealing no significant differences between the feedback conditions. 

However, posthoc pairwise comparisons (Mann-Whitney U tests) revealed a near statistically 

significant difference in temporal demand between visual/vibrotactile condition where 

participants reported on average a score of 10.02, and visual/kinesthetic condition where 

participants reported 11.94 (p=0.07, U=371.5).  

Fig. 48b shows the overall presence score reported by the participants, calculated by 

taking the average of the responses to the five questions in the presence questionnaire. A 

Kruskal-Wallis test revealed no significant difference in the presence score between the 

feedback conditions (F(2,70)=1.5, p=0.22). 

Table 17 Physiological Arousal Metrics across High (n=15) and Low Improvement groups (n=16). * denotes significant 
difference at α=0.05 

 

Physiological arousal 

Arousal and feedback condition 

One-way ANOVAs performed on SAM (Self-Assessment Manikin) reported by 

participants did not reveal an effect of feedback condition on subjective arousal during training 

(H(2)=0.47, p=0.79). One-way ANOVAs performed on each of the EDA and HRV metrics also 

did not show any significant effect of feedback condition on those metrics. However, posthoc 

pairwise comparisons (Mann-Whitney U tests) showed that participants in the 
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visual/kinesthetic condition had a higher baseline corrected LF/HF ratio (-0.15) compared to 

participants in the visual/vibrotactile condition (-2.59) (p=0.028, U=349). To measure 

differences in arousal immediately after the participants commit a mistake during VR training, 

the physiological arousal levels were averaged for 10-seconds windows starting at the moment 

of contact between the loop at the wire. One-way ANOVAs/Kruskal-Wallis tests performed to 

compare the effect of feedback condition on all of these “immediate” arousal metrics did not 

show any significant difference between the three feedback conditions. 

Arousal and task performance 

The link between task performance and arousal was assessed using co-relation tests 

between improvement score~(IS) and arousal, as measured by both subjective (SAM) and 

physiological (EDA, HRV) measures. Statistically significant (but weak) negative correlations 

were observed between Improvement Score (IS) and three HRV metrics: RMSSD (ρ=-0.35, 

p=0.003), SDNN (ρ=-0.32, p=0.008) and HR (ρ=0.245, p=0.043). As decreases in RMSSD and 

SDNN, and increases in HR, are correlated with increases in arousal (see Table 15), the results 

of the correlations tests show that improvements in performance are correlated with increases 

in arousal. To further investigate this point, we grouped participants into two groups: high-

improvement (n=15) and low-improvement (n=15), respectively. Following the technique 

described by Radhakrishnan, 2022 #328}, the high-improvement group was defined as 

participants who had an improvement score (IS) above the upper range of the inter-quartile 

range (i.e., above the 75\% mark) and the low-improvement group had participants from the 

lower quartile range (i.e., below the 25\% mark). As shown in Table 17, Mann-Whitney U tests 

were performed for HRV and EDA metrics between these two groups. It can be observed that 

participants in the high-performance group had a higher baseline adjusted heart rate (HR) of 

4.82, as compared to -1.16 of the low-performance group (p=0.002, U=178). In terms of inter-

beat interval (IBI), the high-performance group had a lower baseline-adjusted IBI (-42.27) 

compared to the low-performance group with an IBI of 4.7 (p=0.02, U=51). Participants in the 

high-performance group showed a lower baseline adjusted RMSSD (Root Squared Mean of 

Successive Differences) of -58.41 compared to the RMSSD of 17.68 for the low-performance 

group (p=0.001, U=30). Similarly, participants in the high-performance group also showed a 

lower baseline-adjusted SDNN (Standard Deviation of NN intervals) of -47.91, compared to 

an SDNN of 4.08 for the low-performance group (p=0.003, U=37). This result supports the 
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patterns observed in the correlation tests, i.e., improvements in performance are correlated with 

increases in arousal. 

To further investigate the trends in the relationship between arousal and performance, 

participants were also divided into high-arousal and low-arousal groups regarding, separately, 

the HRV and EDA metrics. This split followed the same principle we used for splitting the 

participants into high and low-performance groups, i.e., according to their position in the inter-

quartile range. Subsequently, the improvement scores (IS) were compared for each of these 

pairs of high and low-arousal groups using Mann-Whitney U tests. In terms of high and low-

arousal groups split according to RMSSD, participants in the high-arousal group had an IS of 

9.06, which was lower than the IS of 12.06 observed in the low-arousal group (p=0.01, U=66). 

Similarly, for groups split according to SDNN, participants in the high-arousal group were 

observed to have an IS of 9.06, which was lower than the IS of 12.31 observed in the low-

arousal group (p=0.017, U=70). Among groups split according to HR, participants in the high-

arousal group had an HR of 12.39 as compared to the HR of 9.78 observed in the low-arousal 

group, and this difference approached the threshold of statistical significance (p=0.09, U=221). 

This further confirms the trends observed earlier of performance improvement as arousal 

increases. 

4.5 Discussion 

Here we discuss the results in the context of the three research questions introduced at 

the end of Section 4.1. 

Can vibrotactile or kinesthetic feedback influence VR training performance in a buzz-wire 

motor skill task? 

Improvements (i.e., reductions) in task completion time were seen after overall training 

(pretest to post-test) as well as Phase 1 training (pretest to intermediate test) for all participants. 

Similarly, concerning contact time, participants in all feedback conditions showed 

improvements (i.e., reductions) after overall training (pretest to post-test). Furthermore, 

statistical tests comparing the improvement scores across the three feedback conditions were 

inconclusive in finding any difference between them. This implies that, while IVR training with 

vibrotactile and kinesthetic feedback improves performance, it is not clear which haptic 

modality is better or if they are better than visual feedback only. However, the analysis points 

to the potential for further investigation on the use of haptic feedback to modulate arousal and 
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thereby improve performance. Furthermore, alternate uses of haptic feedback could be 

explored in the context of training in the buzz-wire task, for example in the form of virtual 

fixtures or guidance (Abbott et al., 2007; Chinello et al., 2017; Devigne et al., 2020; Kuang et 

al., 2022) . 

Can motor skill training in VR with different haptic feedback (kinesthetic vs.  vibrotactile) cause 

variations in arousal levels during training?  Is there a link between physiological arousal 

during training and improvements in performance afterward? 

Analysis of the data revealed no effect of feedback condition on EDA and HRV. 

Analysis of SAM responses did not reveal any effect of feedback on subjective arousal. 

However, pairwise comparisons of EDA and HRV metrics across feedback conditions revealed 

a higher arousal level (for the HRV metric LF/HF Ratio) among participants receiving 

kinesthetic feedback compared to those receiving vibrotactile feedback during training. This 

finding is similar to that of (Krogmeier et al., 2019) where it was observed in a scenario in 

which participants received haptic feedback (on the torso) from a vest, that the most realistic 

haptic feedback condition resulted in greater arousal compared to the least realistic. These links 

between arousal and haptic feedback offer opportunities for further investigation, especially in 

light of indications from our study that certain arousal levels are correlated with performance 

improvements. Specifically, correlation tests revealed a weak negative correlation between 

improvements in performance and two HRV metrics (RMSSD, SDNN), i.e., as arousal 

increased (decrease in RMSSD and SDNN is correlated with increases in arousal) during VR 

training, so did performance. This link was further supported by statistical tests which showed 

higher arousal levels indicated by four HRV metrics (HR, IBI, RMSSD, and SDNN) in the 

high-improvement group as compared to the arousal levels of participants in the low-

improvement group. This trend was again confirmed by statistical tests comparing performance 

between groups of participants split according to the degree of arousal, which showed that 

participants in high-arousal groups (defined by the HRV metrics RMSSD and SDNN) 

demonstrated greater improvement scores compared to those in low-arousal groups. These two 

findings, that kinesthetic feedback resulted in more arousal (compared to vibrotactile feedback) 

and that increases in arousal were corelated with increases in performance, inspire future 

research on the potential for increasing training performance by varying arousal with the help 

of haptic feedback. Even though our study points to higher levels of arousal linked to better 

improvements in performance, we also acknowledge the view that increasing arousal or stress 
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may have detrimental effects on performance. For example, in a buzz-wire training scenario, 

(Radhakrishnan, Chinello, et al., 2022) found that participants across VR and physical training 

conditions who had the highest arousal levels during training showed the lowest improvements 

in performance (and vice-versa). Though the motor task is similar (a buzz-wire scenario), that 

study had participants undergo training in a different setup, i.e., physical training and VR 

training with simple non-directional vibrotactile feedback from the Oculus Touch controller. 

There are also non-VR studies that point out that high-arousal levels may lead to lower 

performance (Prabhu et al., 2010; Quick et al., 2017). (Wu et al., 2010) in their VR driving 

scenario found that moderate arousal levels (neither too high nor too low) correlated with the 

best performance. Perhaps, such contradictions may be solved if variables in addition to 

performance and arousal are considered. For example, a high-arousal level may be linked to 

higher enjoyment or motivation, which in turn affects performance positively, but similar 

arousal levels due to anxiety may negatively affect performance.    

Can  motor  skill  training  in  VR  with  different  haptic feedback  (kinesthetic  vs.  vibrotactile)  

cause  variations  in  reported presence, task load, and self-efficacy? 

The analysis showed no effect of feedback condition on overall presence. This might 

be caused by the subjective experience of presence being dominated in this study by the visual 

aspect which were the same across the three feedback conditions. As (Grassini et al., 2020) had 

linked increased presence to better training outcomes, the lack of an effect of feedback 

condition on improvements in performance may thus be partially explained by the lack of 

differences in terms of presence. However, there are inspirations from literature for further 

investigation into improving presence and thereby training outcomes. For example, some 

studies have found vibrotactile feedback coupled with visual feedback to result in better-

reported presence compared to visual alone (Gibbs et al., 2022) or kinesthetic feedback alone 

(Kreimeier et al., 2019). 

The analysis also revealed no effect of feedback condition on overall task load. This is 

important as increases in workload have been linked to decreased motor skill performance as 

described by (Yurko et al., 2010) in their study on simulator based laparascopy training. In light 

of this, the lack of differences in performance metrics between the feedback conditions in our 

study maybe linked to the lack of differences in perceived task load. However, it was also 

observed that there was a near statistically significant trend towards participants in the 
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visual/kinesthetic condition reporting more temporal demand, i.e., they felt the training to be 

more rushed/hurried compared to those in the visual/vibrotactile condition. This is interesting 

as ultimately the outcome of the training in terms of performance were indistinguishable across 

the feedback conditions in spite of this difference. In a study using a similar buzz-wire test 

setup, (Radhakrishnan, Chinello, et al., 2022) found participants who received physical training 

to report more temporal demand than those who underwent IVR training (with non-directional 

vibrotactile feedback), and similar to our study, overall task load and performance 

improvements were indistinguishable between the training conditions. On the other hand, 

(Weber et al., 2013), in a peg-in-hole task using desktop VR, found that vibrotactile feedback 

resulted in a higher task load compared to kinesthetic feedback, and the authors attributed this 

to "feedback ambiguity" arising from the design of the vibrotactile feedback. Therefore, it is 

possible that the lack of differences in overall task load between the kinesthetic and vibrotactile 

feedback conditions in our study may arise from the lack of directional ambiguity as shown in 

the perceptual experiment described in Section 4.3. 

There were no statistically significant changes in self-efficacy during VR training for 

all the feedback conditions. This is surprising, as prior literature points to the links between 

self-efficacy and learning/training performance (Bandura, 1986; Makransky & Petersen, 2021). 

Our study has shown that there is improvement in performance across all the feedback 

conditions, in spite of this lack of increase in self-efficacy. (Radhakrishnan, Chinello, et al., 

2022) presents a contrasting example with a similar buzz-wire motor skill task, where it was 

found that significant improvements in self-efficacy during VR training was accompanied by 

corresponding improvements in performance. (Stevens et al., 2012) in a motor skill training 

task showed that increased task-difficulty level is one factor which leads to impairments in both 

self-efficacy and performance. Therefore, future research could consider methods to improve 

self-efficacy, for example by adapting the difficulty level of training. 

Summary 

In summary, VR training is effective in improving performance regardless of the 

considered haptic feedback modality. So, one may wonder if kinesthetic or vibrotactile 

feedback were to be used, are they interchangeable, or should additional parameters be 

considered? Our analysis of the data showed that (1) participants in the kinesthetic feedback 

condition showed higher arousal than those in the vibrotactile feedback condition, and that (2) 



 

151 
 

there is a correlation between higher arousal levels and higher performance across feedback 

conditions. These findings should encourage further research in using diverse types of haptic 

feedback to potentially affect arousal levels and performance. Future research could explore 

variations of kinesthetic feedback, for example with wearable exoskeletons, which might also 

combine aspects of cutaneous feedback to provide a good trade-off between cost and 

performance (Pacchierotti, 2022). 

4.6 Limitations 

Arousal in the present study may be linked to multiple factors including skill level, task 

complexity, visual feedback, the novelty of VR, and haptic rendering and hardware. Pre-

existing skill levels and arousal levels were controlled by using a baseline phase and novelty 

effects were controlled by a tutorial phase. However, there is scope for further improvement to 

obtain a more fine-grained link between haptic feedback and physiological arousal. Future 

studies investigating the effect of haptic feedback on arousal may try to incorporate a baseline 

haptic feedback condition where the participants receive haptic feedback in regular intervals as 

seen in (Krogmeier et al., 2019). The corresponding physiological arousal levels can then be 

measured, for a baseline level of correlation between haptic feedback and arousal to be 

established. 

The Geomagic Touch's workspace is another limiting factor in its use in immersive VR 

training scenarios. Future studies may explore either wearable haptic devices (Kourtesis et al., 

2022; Pacchierotti, 2022; Pacchierotti et al., 2017) or grounded kinesthetic devices with larger 

workspaces. It is also worth observing that the two haptic feedback conditions have some 

shared properties. For example, in the kinesthetic condition, there is an element of cutaneous 

sensation felt while the participants hold the handle and when they receive feedback. Similarly, 

in the vibrotactile condition, participants feel some resistance due to the inertia inherent in the 

Geomagic Touch. However, since these properties are shared across the feedback conditions, 

they have been controlled in this experiment. 

Another potential limitation of this study is the between-subjects methodology 

followed. Though it is better suited for measuring learning effects, this might partly explain the 

lack of significant findings in subjective metrics. None of the participants in any of the feedback 

condition could experience any of the other feedbacks available, therefore subjective measures 

may not reveal the actual effect of the haptic modality on these subjective metrics. One solution 
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is to have a larger sample size in between-subjects studies, which can reveal smaller effect 

sizes. On the other hand, (Richard et al., 2022), in a simulation study comparing within and 

between-subject methods for evaluating embodiment, concluded that the within-subjects 

method is more sensitive in detecting small effect sizes while having smaller sample sizes. 

However, as within-subjects methodology may potentially cause recency effects (Bjork & 

Whitten, 1974) affecting the analysis of objective performance measures, future studies might 

control for this aspect by having longitudinal cross-over studies. 

4.7 Conclusion 

In this study, a fine motor skill training buzz-wire task in immersive VR was used to 

investigate the effect of haptic feedback and physiological arousal on performance. The 

experiment revealed the effectiveness of motor skill training in VR regardless of the haptic 

feedback. The investigation into physiological arousal levels between three feedback 

conditions revealed that training with kinesthetic feedback resulted in higher arousal compared 

to training with vibrotactile feedback. Links between arousal and performance were also found, 

with increases in arousal being accompanied by increases in performance. The inclusion of 

haptic feedback thus holds potential for motor skill training in VR, though further research is 

needed to explore the trade-offs between kinesthetic feedback and varieties of cutaneous 

feedback, such as the vibrotactile feedback considered here. With regards to investigating the 

relationship between haptic feedback and arousal, additional physiological metrics can be 

considered, such as EEG (electroencephalography), EMG (electromyography), and pupil 

dilation, particularly since biosensors to measure these signals are being increasingly integrated 

into commercial VR head-mounted displays. 

 

 

 

 

 

 

 

 



 

153 
 

Chapter 5 – A Controlled, Preregistered Experiment on Self-Efficacy and 

Performance in Adaptive Virtual Training 
Immersive virtual reality (IVR) offers novel and promising ways of continuously 

adapting training difficulty and content to the individual trainee, potentially paving the way for 

an improved fit between training content and trainee needs. The present paper describes a 

preregistered, controlled experiment (N = 130) where participants received IVR-based fine 

motor skill training with a focus on improving speed and accuracy. Using a between-subjects 

design, participants were randomly assigned to either adaptive training (N = 65), where training 

content continuously adapted to the behaviour of the trainee, or fixed training (N = 65), where 

training content was based on a measure of trainee behaviour at the beginning of the study. 

Results revealed no significant difference between the groups for neither performance nor self-

efficacy, suggesting that further research is needed to investigate when the additional 

complexity of adaptive training is warranted. As for the overall effect of training, participants 

improved in both accuracy (d = 0.416) and speed (d = 0.580) on a virtual performance test, 

while performance on a real equivalent (i.e., transfer of skill) showed improved accuracy (d = 

0.287) but reduced speed (d = 0.232). The effect of training on measures of self-efficacy were 

mixed. Results demonstrated that performance measures in IVR should not necessarily be 

expected to transfer to similar tasks outside IVR, emphasising the need for future studies to 

include measures of skill transfer when investigating IVR-based training. 

5.1. Introduction 

5.1.1 Training in IVR 

Learning and training in immersive virtual reality (IVR) have been employed across 

various domains, such as school and university education, rehabilitation, professional training 

for doctors, and office and industrial workers, focusing on cognitive and psychomotor skills 

(Jensen & Konradsen, 2018). The literature on training in IVR primarily relates to school and 

college education (Hamilton et al., 2021) and the teaching of procedural and safety knowledge 

for industrial training purposes (Feng et al., 2018). In contrast, motor skill training literature in 

IVR has been dominated by medical use cases, particularly in surgical and dental domains that 

require fine motor skills (Unnikrishnan Radhakrishnan, Konstantinos Koumaditis, et al., 2021). 

Researchers have investigated the relative advantages of IVR-based training over other media 

(e.g., video training) and variations within IVR, such as different levels of visual or haptic 
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fidelity (Huber et al., 2018; Jain et al., 2020), user characteristics (Shakur et al., 2015), and 

training methods (Harvey et al., 2021). However, the results of these studies have been mixed. 

For example, Pulijala et al. (2018) found IVR to be more effective than presentation training, 

Hooper, Tsiridis, Feng, Schwarzkopf, Waren, Long, Poultsides, Macaulay, Papagiannakis and 

Kenanidis (2019) showed IVR to be more effective than physical training for hip arthroplasty 

surgery, and Butt et al. (2018) observed the same advantage of IVR over physical training for 

catheter insertion immediately after training, but with no difference after a week. On the other 

hand, in a comparison of IVR to desktop VR training, Frederiksen et al. (2020) found that IVR 

was less effective and caused more cognitive load among students of laparoscopic surgery. 

Thus, the effectiveness of IVR training compared to other types of training remains 

inconclusive and an open research topic (Checa & Bustillo, 2020), especially in the case of 

IVR-based motor skill training (Coban et al., 2022). 

A fundamental assumption of research on simulation-based training is that skills developed 

in IVR can be transferred to the real world (Gegenfurtner et al., 2014; Gegenfurtner et al., 

2013). However, with prior research highlighting that transfer becomes increasingly difficult 

the bigger difference there is between the context during training and the context when 

retrieving the skill later (Ragan et al., 2015) it is no surprise that skill transfer of IVR-based 

training has been questioned (Jensen & Konradsen, 2018). Although there is support for virtual 

training having a beneficial effect outside the virtual environment (Cooper et al., 2021; Murcia-

Lopez & Steed, 2018), it is not uncommon for research to purely include IVR-based outcome 

measures without a measure of skill transfer (Frederiksen et al., 2020; Huber et al., 2018; Lang 

et al., 2018). Including measures of performance both in- and outside IVR would provide 

valuable information about the potential loss that is to be expected when transferring a skill 

from one setting to another. 

5.1.2 Self-efficacy 
The term self-efficacy is used to refer to one’s perceived capabilities for learning of 

performing an action (Schunk & DiBenedetto, 2016). Research has supported the role of self-

efficacy not only in relation to learning outcomes, but also in training (Gegenfurtner et al., 

2014). Specifically, self-efficacy is an important predictor of performance on the task at hand 

(Feltz et al., 2008; Moritz et al., 2000; Rosenqvist & Skans, 2015) as well as future performance 

on similar tasks (Pascua et al., 2015; Stevens et al., 2012). For example, when Chauvel et al. 

(2015) had participants practise golf putting on holes made to be perceived as either big or 
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small, self-efficacy was found to be significantly higher when the hole was perceived as larger 

(i.e., making the task seem easier). Furthermore, although the holes were the same size, 

performance was significantly higher for the task perceived as easier, both on the task and on 

a retention task the following day. The same result has been replicated in multiple tasks related 

to motor skills, such as golfing (Abbas & North, 2018; Chauvel et al., 2015), dart throwing 

(Ong et al., 2015), and soccer (Mousavi & Iwatsuki, 2021). When developing training content, 

it is therefore crucial to consider how to increase training outcome by supporting the 

individual’s level of self-efficacy.  

According to the social cognitive theory, major influences of self-efficacy include personal 

experiences of success, vicarious experiences (i.e., observing others succeed), social 

persuasion, and physiological factors (Bandura, 1977). Amongst these, the most important 

factor is personal experiences of success (Schunk & DiBenedetto, 2016). in other words, the 

experiences of being able to complete a task or accomplish a goal at a satisfactory level is a 

key predictor of the individual’s level of self-efficacy, which in turn predicts performance gain. 

As such, the majority of research on self-efficacy and skills training has focused on the role of 

perceived success (Wulf & Lewthwaite, 2016), supporting a stronger link between performance 

feedback and improvements when the feedback is given for successful rather than unsuccessful 

trials (Abbas & North, 2018; Saemi et al., 2012) as well as improved retention and skill transfer 

(Wulf et al., 2014). 

According to the cognitive affective model of immersive learning (CAMIL), IVR is 

characterized by higher levels of presence and agency than traditional media, which in turn 

supports learning outcomes through cognitive and affective factors such as self-efficacy 

(Makransky & Petersen, 2021). Indeed, when compared with less immersive media, IVR tends 

to show beneficial effects on self-efficacy in an educational setting (Huang et al., 2022; 

Klingenberg et al., 2020; Shu et al., 2019). However, while multiple studies have found 

evidence of the role of self-efficacy in simulation-based training (Gegenfurtner et al., 2014; 

Gegenfurtner et al., 2013), only few have narrowed the scope to IVR-based training (Buttussi 

& Chittaro, 2017; Lehikko, 2021; Liu et al., 2022; Pulijala et al., 2018; Radhakrishnan, 

Chinello, et al., 2022; Song et al., 2021). Furthermore, these rarely include sufficient measures 

of self-efficacy and training outcomes to fully explore the role of self-efficacy in relation to the 

effectiveness of the training. 
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Thus, an abundance of research supports the link between self-efficacy and learning or 

training as well as the role of feedback during training. Given the role of self-efficacy in relation 

to performance gain, it is expected to be especially relevant for IVR-based training, which has 

the potential to be formed and tailored to the individual in ways impossible with prior 

technology. That said, limited research has investigated ways to utilise the role of trainee self-

efficacy when designing IVR-based training content. The present study aimed to address this 

gap by investigating options for implementing and utilising dynamic measures of self-efficacy 

throughout training with the aim of increasing both trainee self-efficacy and performance. 

5.1.3 Adaptive training 
Tailoring, or adapting, training content to the individual trainee is not a new approach. On 

the contrary, it has been over 50 years since Kelley (1969, p. 547) described adaptive training 

as requiring that “[…] performance be continuously or repetitively measured in some way, and 

that the measurement be employed to make appropriate changes in the stimulus, problem, or 

task.” In other words, in adaptive training technology is used in the place of a skilled instructor 

with the aim of continuously monitoring the responses of the individual and adjusting training 

content for optimal training outcome. Non-adaptive training, where a one-size-fits-all approach 

is used, is generally easier and cheaper to implement, but with the risk of a mismatch between 

training content and trainee needs in relation to factors such as difficulty, engagement, and 

training focus (Zahabi & Abdul Razak, 2020). 

A further distinction is made between fixed training, where training content is adjusted 

exclusively based on measures prior to the start of the training session, and adaptive training, 

where measures of trainee behaviour and adjustment of training content happens throughout 

the training session (Gerbaud et al., 2009; Kelley, 1969). While fixed training is relatively easy 

to implement, it fails to take into account the difference in improvement rates between 

individuals, resulting in the training content being too easy for some individuals and too 

challenging for others (Kelley, 1969). Therefore, aiming to implement adaptive training is to 

be preferred, but requires three core elements. First, a continuous measure of trainee behaviour 

is required to monitor relevant aspects of the individual’s changing performance throughout 

the session (Kelley, 1969). The term trainee behaviour is used here to highlight that the 

measure need not relate to performance on the task at hand, but can also be measures of learning 

style, psychophysiological measures, such as eye-tracking, ECG, or EDA, or psychological 

factors, such as self-efficacy, immersion, or engagement. Furthermore, the chosen behaviour 
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can either be measured throughout the whole training session or between different parts of the 

training session. As for the second core element, a feature of the training content, termed 

adaptive variable, must be chosen based on relevance for training outcome, such as training 

difficulty, feedback, or training focus (Zahabi & Abdul Razak, 2020). Third, adaptive logic is 

implemented to describe the relationship between the trainee behaviour and the adaptive 

variable, such as increasing the difficulty of training when trainee performance increases. 

It is generally assumed that the increased complexity of implementing fully adaptive 

training (as opposed to fixed training) is accompanied by increased training outcome through 

the superior fit between trainee needs and training content (Kelley, 1969; Zahabi & Abdul 

Razak, 2020). In a systematic review of current usage of virtual reality-based adaptive training, 

Zahabi and Abdul Razak (2020) notes that most studies were concept or feasibility studies and 

as such did not investigate the effectiveness of adaptive training. Of the few that did, the results 

are mixed, with some support for adaptive over non-adaptive training (Lang et al., 2018; Ma 

& Bechkoum, 2008; Wang et al., 2017), whereas other studies found no difference between the 

two (Billings, 2012; Serge et al., 2013). 

Although this indicates that the use of adaptive training is already being investigated, only 

few studies utilised truly adaptive training (as opposed to fixed training; e.g.,  Mariani et al., 

2020) and even fewer has done so using immersive virtual reality (Vaughan et al., 2016; Zahabi 

& Abdul Razak, 2020). The few current explorations of IVR-based adaptive training were 

mainly based on concept development (e.g., de Lima et al., 2022; Drey et al., 2020; Iván 

Aguilar Reyes et al., 2022) and pilot studies (e.g., Chiossi et al., 2022; Muñoz et al., 2016). 

Therefore, robust, controlled experiments with larger samples are required to move beyond 

concept development of adaptive IVR training, with the aim of investigating the effect of 

adding the additional layer of complexity as compared to fixed training. While doing so, 

research should ideally also implement measures of transfer of skills from virtual training to 

the desired setting to investigate the effect of training features on skill transfer. Furthermore, 

Zahabi and Abdul Razak (2020) highlights the need for adaptive training where trainee 

kinematic or kinetic information is used for continuous adaptation content and where the used 

adaptive variable goes beyond content difficulty, for example by providing adaptive feedback 

to the user. 
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To address these gaps, the present study aimed to compare adaptive and fixed IVR-based 

training in a controlled experiment, following the assumption of Kelley (1969) that higher 

levels of adaptiveness should be superior for training outcome. Moreover, following the 

arguments of Zahabi and Abdul Razak (2020), adaptive logic was formed around multiple 

sources of information, including performance data and psychological measures of self-

efficacy. Lastly, adaptive variables were based on not only adjusting task difficulty, but also 

features of training content in the form of training focus. 

5.1.4 Hypotheses 

The primary aim of the present study was thus to investigate the use of adaptive IVR-based 

training in a controlled experiment. Two hypotheses were formulated in relation to the effect 

of adaptive IVR training whereas the third focused on the relationship between self-efficacy 

and performance. 

• H1: The majority of prior research has made the case that adaptive training should be 

superior to fixed training (Kelley, 1969; Zahabi & Abdul Razak, 2020). Therefore, 

adaptive IVR training was expected to lead to higher performance as compared to fixed 

adaptive IVR. To investigate differences in skill transfer, performance (in for the form 

of increased accuracy and speed) were measured both in IVR and on a physical version 

of the same task. 

• H2: Secondly, research on self-efficacy suggests that adjusting difficulty and content to 

make successful experiences possible and clear to the trainee is of great importance 

when aiming to support trainee confidence (Hutchinson et al., 2008; Saemi et al., 2012). 

Based on the increased ability to adapt to the needs of the individual trainee, adaptive 

training was expected to lead to higher self-efficacy than fixed training. 

• H3: A third hypothesis focused on the relationship between self-efficacy and 

performance, where self-efficacy was expected to affect the relationship between 

training and performance. 

Additionally, exploratory analyses focused on investigating the level of transfer from virtual 

training to a real equivalence of the task as well as dynamic changes in performance and self-

efficacy throughout virtual training. 

5.2 Study 

5.2.1 Method  
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The study was conducted at Cognition and Behavior (COBE) Lab at Aarhus University and 

preregistered using AsPredicted. Preregistration, study materials, and study data are available 

on the Open Science Framework (OSF; https://osf.io/jmg9t/). 

See Figure 49 for an overview of the experiment flow. After arriving at the lab, participants 

completed one repetition of the physical version of the buzz wire task as a familiarization task 

and a short demographic questionnaire. Before and after IVR training, a physical and virtual 

version of the buzz wire task were completed to measure changes in performance. Before the 

two physical versions of the task, self-reported self-efficacy were measured using a 6-item 

scale. During the virtual training, participants were randomly assigned to one of two conditions, 

adaptive or fixed training, and completed 10 repetitions of the virtual buzz wire task with 

changing training focus and difficulty. After each repetition of the virtual wire, participants 

rated their confidence in completing the task quickly and accurately to measure dynamic 

changes in self-efficacy, which was also used to adjust adaptive logic for the training. The study 

duration was approximately 35 minutes and participants were paid 85DKK (approximately 

11.5 euro) for taking part in the study. 

 

 

Figure 49 Flow of experiment 

 

Task familiarization

SE/Demographic Survey

Pretest (Physical)

Posttest (VR)

Posttest (Physical)

Exit Survey - SE, Adaptive, Enjoyment

SE

Pretest (VR)

Adaptive Training Fixed Training
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5.2.1.1 Sample 
The final sample consisted of 130 individuals (Mage = 25.37, SD = 6.07; 51.5% female). The 

sample size was determined based on a priori power analysis to estimate the required sample 

size to detect a medium effect in the primary analysis using one-tailed tests with high statistical 

power (1 – b = 0.80) and an alpha level of 0.05. All statistical analyses include the full sample 

of N = 130 unless stated otherwise. 

 
5.2.1.2 Motor skill task 

 

 

Figure 50 Buzz-wire test in the (a) VR setup (b) Physical setup  

In the study, participants were instructed to grasp the handle as illustrated in Figure 50 

and move the connected metal loop along a wire as quickly and accurately as possible, 

minimizing contact between the loop and the wire. The handle in the physical version was a 

3D printed replica of the Oculus Quest controller, while the controller itself was used in the 

IVR task. Both the virtual and physical tests featured wires measuring 52 cm in length with 

eleven 90° bends spanning the x, y, and z axes from the starting point (labelled 'A') to the 

finishing point (labelled 'B'). For the physical setup, electrical circuits detected contact between 

the loop and the wire, as well as between the loop and the associated start (‘A’) and end points 

(‘B’). This data was transmitted to the iMotions data collection platform. 

The IVR test setup was created with the Unity3D game engine and designed to maintain 

identical wire dimensions to the physical test. Collision detection code implemented using C# 

scripting inside Unity3D measured the contact between the virtual loop and the virtual wire. 

The data was then used to measure total contact time, defined as the time when the loop is in 

contact with the wire (in seconds), as well as the task completion time, defined as the time 

taken to move the loop from A to B (in seconds). 

(a) (b)
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. 

 

Figure 51 Ghost effect when the loop is moved out of the wire in the VR setup. 

When the participant made a mistake in the virtual setup, i.e., the loop touched the wire, 

there was nothing to physically restrict the participant’s hand, unlike the physical version where 

there was an actual wire to provide resistance. To provide a feeling on the hand of the 

participant when the loop touched the wire, a haptic vibration was provided using the Oculus 

controller. However, by the time contact is made, the loop would already have passed through 

the wire creating an unrealistic effect for the participant. To solve this, a ‘ghost effect’ (Figure 

51) was programmed to show a blue translucent loop at the contact position where the loop 

passes through the virtual wire. A dotted red line indicated the direction where the user should 

move to re-join the wire, thus helping the participant understand how to bring their loop back 

into the wire, at which point the blue translucent ‘ghost’ disappears. 

5.2.1.3 Virtual Training  
 

Participants utilized an Oculus Quest 2 head-mounted display (HMD) connected to a 

PC, functioning in PC VR mode. The virtual environment was developed with the Unity3D 

(version 2019.4) game engine. The Oculus SDK supplied the position and rotation information 

for both the controller and the HMD, which were subsequently applied to control the virtual 

loop and the participant's viewpoint in the three-dimensional space of the virtual setting (see 

Figure 52). To reduce novelty effects, participants initially performed a virtual task that 

required moving the loop along a short, straight wire, familiarising themselves with the 

mechanics of IVR before starting the main training. The training consisted of ten trials that 

focused on either speed or accuracy. The wire was 57 cm long (from end to end), featuring 
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eighteen 90-degree bends and extending 21 cm horizontally. This configuration was maintained 

across all ten trials. 

. 

 

 

Figure 52 Types of VR training (a) speed focused training, (b) & (c) accuracy focused training 

Speed focused training: A green speed primer ring moved at a constant pace, determined by the 

participant's prior performance. Participants were instructed to concentrate on completing the 

task by matching or surpassing the speed primer's pace while maintaining the requisite level of 

accuracy. 

Accuracy focused training: An accuracy primer, represented by a green ring, moved in tandem 

with the participant's loop, maintaining optimal orientation and distance from the wire, serving 

as a reference to minimize errors. A red bar signified the accuracy level, where 100% 

corresponds to the accuracy from a previous trial. The bar diminished in size as the participant 

made contact, proportionate to the current total contact time and the previous total contact time. 

For example, if the participant had a total contact time of 5 seconds in the previous trial and 

the current contact time reaches 2.5 seconds, the red bar would shrink by 50%. 

5.2.1.4 Adaptive logic and conditions 
 

Two sets of adaptive logic were developed for the study. The first was based on the 

majority of prior research (Iván Aguilar Reyes et al., 2022; Zahabi & Abdul Razak, 2020), 

using performance measures (trainee behaviour) to adjust difficulty of the primer for each 

repetition (adaptive variable). The second adaptive logic used participant self-efficacy (trainee 

behaviour) to adjust the training focus to either speed- or accuracy focused training (adaptive 

variable). 

Speed Primer

Accuracy Primer

Accuracy level Accuracy level 
reduces during 

contact

(a) (b) (c)
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In the beginning of the study, participants were randomly assigned to fixed or adaptive 

training. In fixed training, training content was based on performance and self-efficacy during 

the initial virtual pre-test, whereas training content in adaptive training was continuously 

adjusted based on performance and self-efficacy in the most recent repetition of the task (see 

also Figure 53). 

With fixed training, performance and self-efficacy were measured after the virtual pre-

test, whereafter difficulty was set to match the performance of the participant with a fixed 

increase in difficulty of 3% each repetition. The exact increase in difficulty was based on prior 

research (Radhakrishnan et al., 2023), matching the average improvements in performance on 

the virtual buzz wire task. Additionally, fixed training included 8 out of 10 repetitions of the 

type of training (speed vs. accuracy) each participant reported lowest confidence in. 

With adaptive training, the difficulty of each repetition of the task was set to match the 

performance of the participant in the last repetition of the same type. Training focus was 

continuously adjusted in the same way, by including the type of training that was reported the 

least amount of confidence in during the last repetition. To ensure that no participant received 

only one type of training focus, the adaptive training would include no more than 8 of the same 

type of training focus. 

 

Figure 53 Adaptive logic for the two training conditions. 

5.2.1.5 Self-efficacy 
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A scale were constructed based on Bandura (2006) to measure self-efficacy. Participants 

were asked to rate their confidence by typing a number from 0 (Not at all certain) to 100 

(Highly certain) on six items. The items related to completing the buzz wire task with high 

accuracy (e.g., I can complete the buzz wire task with a minimal number of touches), high speed 

(e.g., I can control the fine motor movements necessary to complete the buzz wire task quickly), 

or a combination of the two (e.g., I can maintain a high level of speed and accuracy while 

completing the buzz wire task). The full instructions and remaining items can be found on OSF. 

As described in the preregistration, main analyses were based on change in self-efficacy on the 

overall SE, calculated by subtracting the pre-measured SE (M = 54.09, SD = 19.31) from the 

post-measured SE (M = 45.31, SD = 19.07). All items were highly correlated (correlations 

between r = .577 and .854) with sufficiently high Cronbach’s alpha (a = .941; a = .943). 

After the virtual pre- and post-test as well as after each repetition of the buzz wire, 

participants were asked to rate their confidence in completing the buzz wire task quickly and 

accurately on a scale from 0-100. These items were used to inform the adaptive logic and for 

explorative analyses focusing on dynamic changes in self-efficacy. 

5.2.1.6 Performance 
 

Prior studies using the same buzz wire task measured performance on one repetition of the 

buzz wire task before and after training (Radhakrishnan, Chinello, et al., 2022; Radhakrishnan 

et al., 2023). To increase sensitivity of the outcome measure, the present study lengthened the 

pre- and post-measure by having participants complete the task in both directions. 

Two performance measures were used based on prior research on motor skills training 

(Unnikrishnan Radhakrishnan, Konstantinos Koumaditis, et al., 2021; Radhakrishnan et al., 

2023): speed and accuracy. Speed was measured as task completion time, meaning the time the 

participant spent on moving the loop through the wire. Accuracy was measured as contact time 

with the wire, indicating how much a participant touched the wire during the task. To convert 

these measures to a meaningful measure of improvements in performance and to account for 

differences in baseline performance, the main performance measures were the decrease in task 

completion time (i.e., improved speed) and decrease in contact time (i.e., improvement in 

accuracy) measured in percentage. 
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Additionally, the majority of prior literature investigating IVR-based training measured 

improvements in performance either inside IVR (Lang et al., 2018) or outside IVR (e.g., 

Koumaditis et al., 2020a; Murcia-Lopez & Steed, 2018), but very rarely both (e.g., Sportillo et 

al., 2015). In the present study, performance was measured both on a virtual and physical 

version of the buzz wire task to compare improvements between the two, thus reflecting skill 

transfer. 

5.3 Results 

5.3.1 Main effect of virtual training 
 

First, paired t-tests were conducted to investigate the overall effect of virtual training 

on performance and self-efficacy. Analysis of the main effect of training revealed that 

participants completed the virtual wire in a significantly shorter amount of time (pre-test M = 

52.333, SD  = 19.220; post-test M = 44.330, SD = 17.802), t (129) = -6.612, p  < .001, 95% CI 

[-10.398, -5.609], d = -0.580, and with significantly lower contact time (pre-test M = 6.709, SD 

= 4.961; post-test M = 5.06, SD = 2.739), t (129) = -4.748, p < .001, 95% CI [-2.335, -0.962], 

d = -0.416. On the physical wire (i.e., skill transfer) performance increased for contact time 

(pre-test M = 15.975, SD = 5.572; post-test M = 14.462, SD = 6.376), t (129) = -3.277, p < .001, 

95% CI [-2.426, -0.599], d = -0.287, whereas training resulted in a significant slower 

completion time (pre-test M = 53.278, SD = 24.093; post-test M = 57.526, SD  = 25.790), t 

(129) = 2.644, p = .009, 95% CI [1.070, 7.426], d = 0.232. In short, training led to participants 

completing a virtual wire both quicker and with higher accuracy while completing a real wire 

slower but with higher accuracy than prior to training. Furthermore, virtual training had a 

medium effect on the virtual wire (d = -0.580 for speed & d = -0.416 for accuracy) but only a 

small effect on the physical wire (d = -0.287 & d = 0.232), indicating that although skill transfer 

was observed, it was in a relatively limited degree. Interestingly, improved accuracy on the 

virtual wire was positively associated with improved accuracy (r = .201, p = .022), but not 

speed (r = -.059, p = .503), on the physical wire, whereas improved speed on the virtual wire 

was positively associated with improved speed (r = .456, p < .001), but not accuracy (r = .075, 

p = .399), on the physical wire (see also Table 19). 

Unexpectedly, self-efficacy was significantly lower after training (M = 45.309, SD = 

19.073) as compared with before training (M = 54.091, SD = 19.305), t (129) = 5.345, p < .001, 

95% CI [5.531, 12.033], d = 0.469. To further explore trainee confidence, two repeated 
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measures ANOVA were conducted, analysing dynamic changes in self-efficacy for accuracy 

and speed throughout the 10 training repetitions. Mauchly’s Test of Sphericity indicated that 

the assumption of sphericity had been violated for both accuracy, c2(44) = 149.79, p < .001, 

and speed, c2(44) = 141.45, p < .001, therefore the Greenhouse-Geissor correction tests were 

used. Tests of within-subjects effect showed a significant main effect of time for both self-

efficacy for accuracy, F (6.78, 873.8) = 12.856, p < .001 partial h2 = .091, and speed, F (7.08, 

1161) = 13.997, p < .001, partial h2 = .098. Furthermore, a significant linear trend was found 

for self-efficacy over time for both accuracy, F (1, 129) = 32.944, p < .001, partial h2 = .203, 

and speed, F (1, 129) = 18.445, p < .001, partial h2 = .125, indicating a general increase in self-

efficacy for both accuracy and speed when measured after each training repetition (see also 

Figures 54 and 55). 

 
Figure 54 Dynamic change in self-efficacy for accuracy throughout virtual training 

 
Figure 55 Dynamic change in self-efficacy for speed throughout virtual training 

  
5.3.2 Main analysis: Adaptive and fixed training 



 

167 
 

 
As specified in the preregistration, one-sided t-tests were utilised to investigate 

hypothesis 1 and 2, comparing adaptive (N = 65) and fixed (N = 65) virtual training. One-sided 

tests were used to increase power of the main analysis, justified by the fact that the study was 

preregistered and hypotheses where directional (Cho & Abe, 2013; Ruxton & Neuhäuser, 

2010). The groups did not differ in age (p = .841), or any relevant baseline measures such as 

self-efficacy (p = .308) or aspects of performance (p = .2 – p = .42). Although not significantly 

different, the adaptive group consisted of slightly more male participants (57%) than the fixed 

group (40%; p = .054). 

H1 assumed that performance would be higher as a result of adaptive training. This was 

not supported by the results, where no significant difference were found between the groups 

for completion time (IVR; t (128) = -0.018, p = .493, 95% CI [-11.724, 11.516], d = .0.003), 

contact time (VR; t (128) = 0.339, p = .368, 95% CI [-20.834, 29.442], d = 0.059) transfer 

completion time (t (128) = 0.00, p = .5, 95% CI [-9.776, 9.777], d = .000), or transfer contact 

time (t (128) = 0.261, p = 397, 95% CI [-10.659, 13.903], d = 0.046; Figure 56). Exploratory 

analysis revealed no significant difference in training difficulty between the groups for neither 

accuracy focused training, t (128) = 0.034, p = .973, 95% CI [-1.155, 1.194], d = 0.006, or 

speed focused training, t (128) = 1.807, p = .073, 95% CI [-0.279, 0.614], d = 0.317. 

H2 assumed that adaptive training would lead to a higher increase in self-efficacy than 

fixed training, which was also not supported by the results, revealing no statistically significant 

differences in changes in self-efficacy (t (128) = -0.546, p = .293, 95% CI [-8.320, 4.720], d = 

-0.096). 

Table 18 Group statistics for adaptive and fixed training 
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Figure 56 Performance change for both VR and transfer tests for adaptive and fixed training 

5.3.3 Exploratory analysis: training type and training success 
 
Training type 

During virtual training, each repetition of the buzz wire focused on either speed or accuracy, 

depending on the individual’s level of self-efficacy in the previous repetition (adaptive training) 

or in the virtual pre-test (fixed training). On average, participants received accuracy-focused 

training in 6.5 out of 10 repetitions of the buzz wire task, with the adaptive group (M = 7.062, 

SD = 1.144) receiving significantly more accuracy-focused training than the fixed group (M = 

5.877, SD = 2.890), t (128) = 3.072, p = .003, 95% CI [0.422, 1.948], d = 0.539. On average, 

the amount of accuracy-focused tasks received by participants were negatively correlated with 

experiences of success (i.e., the number of repetitions where the participant outperformed the 

primer; r = -.431, p < .001) and change in self-efficacy (r = -.239, p = .006), suggesting that 

more accuracy-focused training (as opposed to speed-focused training) were more difficult and 

associated with a drop in self-efficacy. 

VR Test Transfer Test

Adap%ve Training Fixed Training
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Training success 

As described in the introduction, prior experiences of success are a key predictor of self-

efficacy. Therefore, additional analyses were conducted to explore the role of outperforming 

the primer during training. On average, participants performed better than the primer on 6.2 

out of 10 repetitions of the task (M = 6.192, SD = 2.179) with no significant difference between 

the two experimental groups, t (128) = -0.683, p = .496, 95% CI [-1.019, 0.496], d = -0.120. 

Furthermore, experiences of success (i.e., outperforming the primer) was positively associated 

with self-efficacy and improvements in performance inside but not outside IVR (see Table 19). 

Thus, frequently outperforming the primer was associated with gaining more self-efficacy from 

the virtual training as well as showing stronger improvements on a virtual wire, but not on a 

physical wire. 

Table 19 Correlation matrix of experiences of success during training, self-efficacy, and performance (N = 130) 

 

5.4 Discussion 

Adaptive virtual training 

Kelley (1969) suggested that when done correctly, adaptive training should be more 

effective than fixed or non-adaptive training. However, results of the present study revealed no 

difference in terms of self-efficacy or improved performance either in- or outside IVR. 

Although contrary to the argument by Kelley (1969), the present result is similar to prior 
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research on adaptive training, which has often found no significant difference between adaptive 

and fixed training (Zahabi & Abdul Razak, 2020). Two interpretations of this finding are that 

the difference between groups were either 1) too small or 2) not meaningful when aiming to 

enhance self-efficacy and motor skills, each of which will be considered below. 

First, the lack of difference could be due to training content being too similar. Prior 

research has shown mixed results when comparing adaptive training to non-adaptive (one-size-

fits-all) training. However, the present study compared adaptive training with fixed training, 

thus further reducing the difference between conditions. Specifically, both conditions included 

a degree of adaptability, meaning that the lack of difference between groups could be due to 

the increased adaptiveness being unnecessary. In other words, the fundamental adaptability of 

fixed training, where a baseline performance and self-efficacy was used to form the focus and 

difficulty of the training content, may be enough to ensure a good fit of training content without 

the need for the complex adaptive logic of the adaptive training. This interpretation is further 

supported by the fact that no differences were found in training difficulty between groups, 

suggesting that the added adaptiveness from adaptive training were not required to achieve a 

sufficient fit between trainee need and training content. 

Second, the lack of difference could also be a result of choices of irrelevant trainee 

behaviours, adaptive variables, or adaptive logic. When designing the adaptive logic, two 

adaptive variables (task focus and difficulty) and two trainee behaviour (performance and self-

efficacy) were used to adjust training content to the individual trainee. In terms of adaptive 

logic, participants received training focusing on the type of performance they felt the least 

confident in with the aim of improving confidence for said aspect of their own ability. Although 

this resulted in the adaptive training including significantly more accuracy-focused training, 

both groups primarily received accuracy focused training in a relatively similar sequence. 

Interestingly, accuracy-focused training was generally more difficult, indicated by a negative 

correlation with training success. Furthermore, accuracy-focused feedback was provided by 

giving participants information every time they touched the wire (i.e., made a mistake) and 

only indirectly highlighted success in the form of completing the task without letting the red 

bar run out. Where prior research emphasizes the importance of giving feedback during 

successful training (Abbas & North, 2018; Saemi et al., 2012), the accuracy-focused training 

could have provided a too strong emphasis on making mistakes (the red bar getting smaller) at 

the cost of an emphasis of success (completing without letting the bar run out). A solution for 
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similar future research is to either flip the adaptive logic, thus allowing participants to receive 

the type of training they feel the most confident or successful in, or adjusting training content 

to include a clear focus on successfully improving in the type of task they feel the least 

confident in. 

Generally, further research into appropriate selection of trainee behaviour and adaptive 

variables is needed to better understand their impact on training outcomes as well as their 

potential for adaptive training. Where the present study focused on performance and self-

efficacy as trainee behaviour, a fruitful direction for future research is the inclusion of feedback 

type and the result of adaptive feedback on self-efficacy. Since novel IVR-based technology 

are increasingly implementing eye-tracking or psychophysiological measures (ECG, EDA, 

etc.), another direction is to focus on the potential of utilizing these for trainee behaviour. 

Lastly, the present study highlights the need for more controlled experiments with relatively 

large samples to further investigate when the higher requirements of implementing adaptive, 

rather than fixed, training can be expected to improve training outcomes. 

Virtual training, performance, and skill transfer 

Virtual training had a significant effect on performance both in- and outside IVR. 

Virtual training had a stronger effect on performance within the same virtual environment, as 

indicated by a medium effect size for performance on the virtual task and only a small effect 

size for performance on the physical task. In accordance with prior research (Jensen & 

Konradsen, 2018; Unnikrishnan Radhakrishnan, Konstantinos Koumaditis, et al., 2021), this 

suggests that, although virtual training has an effect on performance outside IVR, the transfer 

of skill from the virtual environment to the real environment should be expected to come at a 

cost. 

Additionally, on the measure of skill transfer virtual training only led to an increase in 

accuracy whereas the opposite was true for speed, which was decreased significantly as a result 

of training. In other words, for one measure of performance, virtual training had the opposite 

effect on the virtual task as the real equivalent. This finding is in line with the study by Ragan 

et al. (2015), suggesting that performance in a simulation should not uncritically be assumed 

to reflect performance on a real version of the same task. Therefore, future research should be 

mindful of how performance is measured and whether it can be assumed to transfer from a 

virtual to a real environment. Like in the present study, including measures of the desired 
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outcome variable in both settings offer great potential in terms of not only investigating skill 

transfer, but also gaining knowledge of the potential loss of performance when seeking to 

transfer the learned skill to the real world. 

The role of self-efficacy in training 

The present study provides valuable insight into the role of self-efficacy in IVR-based 

training. Previous literature supports the central role of self-efficacy in predicting learning 

(Sitzmann & Ely, 2011) and training outcomes (Gegenfurtner et al., 2014). However, while 

virtual training did increase performance in the present study, the opposite was true for self-

efficacy, which was significantly lower after the virtual training than before. 

As discussed earlier, it is possible that feedback of the accuracy-focused training had 

too much emphasis on highlighting mistakes (i.e., failure) rather than increased accuracy (i.e., 

success). As supported by prior research, it is crucial that feedback focus on training success, 

which is associated with higher increases in self-efficacy (Abbas & North, 2018; Saemi et al., 

2012). This interpretation is further supported by the fact that receiving more accuracy-focused 

training was negatively associated with self-efficacy in the present study. Thus, further research 

should carefully consider ways to adjust training content while also controlling feedback type 

with the aim of supporting trainee self-efficacy. 

Alternatively, the decrease in self-efficacy could be a result of participants 

overestimating their own ability during the initial measure. As suggested by Bandura (2006), 

self-efficacy was measured before the behaviour of interest (i.e., completing the real buzz wire 

task). To give a frame of reference when filling the SE items without receiving training on the 

task, participants were asked to simply move the loop from one end of the wire to the other at 

the very beginning of the experiment. However, one explanation of the decrease in self-efficacy 

is that this familiarization task led to an overestimation of one’s own skill whereafter the real 

task was experienced as significantly more difficult. This would also offer some explanation to 

the results of exploratory analyses of dynamic changes in self-efficacy, showing a general 

increase in self-efficacy for both speed and accuracy when measured throughout the virtual 

training. The contradictory finding emphasises the need for considering multiple measures of 

concepts such as self-efficacy, as well as including dynamic measures when possible. 
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5.5 Limitations 

One limitation of this study is the short-term nature of the training. The distinction between 

training and practice effects is crucial in understanding the effectiveness of adaptive training. 

The relatively short-term training may have led to practice effects rather than genuine training 

effects (Magill and Anderson). Longer training or training over an extended period may lead 

to different results. Additionally, this study did not include a retention test, e.g., after an interval 

of one or two weeks as found in other IVR training literature (Carlson et al., 2015; Murcia-

Lopez & Steed, 2018). Though prior literature has found retention tests to reflect positive 

performance improvements observed from immediate tests (Unnikrishnan Radhakrishnan, 

Konstantinos Koumaditis, et al., 2021), there have been exceptions as well (Carlson et al., 

2015; Meyer et al., 2019). Sometimes, even regressions in performance from immediate tests 

may be observed (Magill & Anderson, 2016), which could be a natural part of the skill 

acquisition process. Thus, retention tests after longer intervals are essential.  

Another limitation is the study's focus on transfer from one setting (IVR) to another (physical), 

while the transfer of a motor skill to a completely different task using the same motor skill 

remains unexplored (Magill & Anderson, 2018b). Considering various types of transfer is 

crucial, as the loss in performance could be larger when not only changing the setting but also 

the characteristics of the task (Magill & Anderson, 2018a). Moreover, the experimental design 

may have led to participants across conditions focusing too strongly on mistakes rather than 

successes, which could have influenced the outcomes of the study. Finally, there might be an 

issue with the self-efficacy (SE) measure. Participants may have overestimated their 

confidence in the initial test, especially in the in-VR SE measures, where they reported higher 

SE at the beginning. This overconfidence might have resulted from the familiarization task, 

where participants completed the task without speed or accuracy constraints. Future research 

should address these limitations to provide a more comprehensive understanding of the 

effectiveness of adaptive training in IVR and its impact on skill transfer and self-efficacy. 

5.6 Conclusion 

In conclusion, this preregistered study involving 130 participants investigated the 

effectiveness of adaptive immersive virtual reality (IVR) training compared to fixed IVR 

training in the context of the buzz wire task. Two primary hypotheses were examined, expecting 

adaptive training to lead to higher improvements in (1) performance and (2) self-efficacy 
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compared to fixed training. The study was unique in its use of preregistration and large sample 

size, which are relatively uncommon in IVR research. 

Despite the anticipation that adaptive training would yield better training outcomes, no 

significant differences in performance improvements were observed between adaptive and 

fixed training conditions, similar to findings by Zahabi and Abdul Razak (2020). One possible 

explanation for this outcome is that the fixed training condition was initially adjusted to 

participants' VR pretest performance, thus reducing the difference with adaptive training. 

Future research may consider altering the adaptation logic to provide more training in areas 

where participants feel more confident. 

The study further demonstrated that IVR training had a significant effect on 

performance improvement both inside IVR (from VR pre- to VR post-test) and outside IVR in 

the physical transfer test. However, the training transfer effect was stronger within the IVR 

context than in the real world, which might be due to the contextual switch from IVR to the 

physical environment. Although improvements in both accuracy and speed were observed in 

IVR, only accuracy improvements were carried over to the real world, with speed performance 

worsening. Future research should explore whether these effects persist over extended periods 

of training or after longer intervals between tests. 

In future studies, researchers could consider addressing limitations by incorporating 

longer training and retention tests to examine long-term effects and investigating transfer to 

different tasks using the same motor skills to better understand skill generalizability. 

Additionally, refining self-efficacy measurements to minimize biases in confidence assessment 

and adjusting the experimental design to balance focus on both mistakes and successes may 

lead to a better understanding of the effectiveness of adaptive training in IVR. 

By employing a rigorous experimental design and a relatively large sample size, this 

study contributes valuable insights to the literature on adaptive training in IVR. The findings 

highlight the potential of IVR training to improve real-world performance, while also 

emphasizing the need for further research on optimizing adaptive training methods and 

understanding the factors that influence training transfer from virtual to physical environments. 
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Chapter 6 – Discussion & Conclusion 
This chapter discusses the findings from the previous chapters and helps answer the original 

research questions of this dissertation. See Table 20 for a summary of the main results from the 

three experiments. For each research question, the primary findings are detailed, compared and 

contrasted with findings from literature and finally a few key take-aways are mentioned for 

inspiring further research. Subsequently, a sub-section reflecting on the methods developed 

during the dissertation and advice for researchers exploring the domain of IVR for industrial 

skills training is discussed, followed by the conclusion.  

Table 20 Summary of experiments, study size and findings on performance improvements and arousal 

Experiment 
No. 

Experiment 
conditions 

Average 
participants 

per condition 

Total 
participant 

count 

Performance 
improvements 

Relation between 
arousal and 
performance 

1 
IVR vs 
physical 
training 

44 87 

No significant 
differences between 

IVR and physical 
training conditions 

Participants with 
lower performance 

improvements 
exhibited higher 

arousal levels 

2 

Kinesthetic vs 
vibrotactile 
vs no haptic 
(visual only) 

feedback 

24 73 

No significant 
differences between 

Kinesthetic, 
vibrotactile and no 

haptic feedback 
conditions 

Participants with 
higher performance 

improvements 
exhibited higher 

arousal levels 

3 Adaptive vs 
fixed training 65 130 

No significant 
differences between 
adaptive and fixed 
training conditions 

- 

 

6.1 What is the current state of the art in academic literature and industry practise 

regarding skills training using IVR? 

The literature review, which examined 78 papers on immersive VR training, found that 

procedural (45%) and perceptual motor skills (33%) were the most common types of skills 

trained, with decision-making (17%) and spatial skills (5%) being less represented. A majority 
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(62%) of the papers followed a between-subjects experiment design. Performance metrics 

collected primarily focused on errors (accuracy) and task completion time (speed), while 

subjective metrics included cybersickness, usability, task load, immersion, and presence. Most 

of the papers did not use biosensors (82%) or haptic feedback (65%). However, over half (51%) 

compared IVR training's effectiveness with other modalities, typically finding it to be as 

effective or more. The majority of IVR applications (82%) were found to be suitable for remote 

training considering the COVID-19 pandemic. 

Danish industry case studies revealed that training cost, scarce resources, and downtime 

were significant factors that made investing in IVR training reasonable for companies. Other 

motivating factors included safety, reusability, standardization, and mobility. In terms of design 

and technology, no specialized haptic devices or other apparatus were used to augment the 

training experience, although some reported intentions to apply peer cooperation. In DSB and 

Siemens-Gamesa use cases, haptic feedback was utilized, but only for non-motor skill-related 

information, such as collision with walls or task completion. 

Recent literature reviews have largely supported the findings of our study. Abich et al. 

(2021) corroborated that IVR-based training is generally effective for enhancing performance 

in various skills. Meanwhile, Xie et al. (2021) and Renganayagalu et al. (2021) pinpointed the 

potential of haptic feedback and multi-user training, as well as identified the lack of 

pedagogical theories in the development of VR training studies. The findings from these studies 

are expected to remain relevant for the foreseeable future due to several factors. Firstly, the 

ongoing evolution of IVR technology along with technologies like haptics and biosensors, and 

their increasing accessibility are likely to drive further adoption and integration into industrial 

skills training. Furthermore, the potential benefits of IVR training, such as cost reduction, 

resource efficiency, and enhanced safety, will continue to attract industry attention and 

investment. As the understanding of pedagogical theories in IVR training grows, more robust 

and effective IVR training programs will emerge, further reinforcing the relevance of these 

findings in the years to come. 

In summary, the current state of IVR training in both academic literature and industry 

practice showcases its efficacy and potential, while also emphasizing areas where further 

research and development are necessary. 
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6.2 Is IVR training effective compared to physical training? 

The literature review found that in cases where IVR is compared to other training 

modalities (desktop VR, physical, video), it is effective in most of the cases. We also proceeded 

to test this by designing the experiment outlined in Chapter 3, to investigate the effectiveness 

of immersive virtual reality for training participants in the "buzz-wire" fine motor skill task 

compared to physical training. This between-subjects study was designed to assess and 

compare the performance improvements in both IVR and physical conditions (see Table 20 for 

a summary). 

The findings revealed that both IVR and physical training resulted in statistically 

significant improvements in contact time from pre-training to post-training phases. To compare 

the effectiveness of the two training modalities, three metrics were defined: improvements in 

task completion time, improvements in contact time, and an Improvement Score, which 

combines the first two metrics. Statistical tests comparing these three metrics between IVR, 

and physical conditions demonstrated no statistically significant differences. 

Existing literature supports these findings, with several studies showing IVR to be as 

effective as or more effective than physical training in various contexts. For instance, Hooper 

et al. found IVR to be more effective than physical training for hip arthroplasty surgery, Butt 

et al. observed the same advantage for catheter insertion training, although the advantage 

disappeared after a week, and Huber et al. reported IVR to be as effective as an 'augmented' 

VR condition. Our results also indicate that IVR training is as effective as physical training for 

the buzz-wire task, aligning with similar findings in other IVR skill training literature. 

Implications for further research include exploring the long-term effects of IVR training 

compared to physical training, examining the transferability of skills between the two 

modalities, and investigating how different task complexities or skill domains might influence 

the effectiveness of IVR training. In conclusion, the current evidence supports the effectiveness 

of IVR training compared to physical training in various contexts. 

6.3 What is the link between the physiological arousal level of the trainees and the 

effectiveness of IVR training? 

In addressing this research question, the experiments in chapters 3 and 4 (see Table 20) 

aimed to investigate the relationship between physiological arousal and IVR training 

effectiveness for the buzz-wire task. The first experiment (detailed in chapter 3) compared IVR 
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to physical training in a buzz-wire scenario. The experiment revealed that regardless of their 

training condition, participants with lower performance improvements exhibited higher arousal 

levels as compared to those with the highest improvements.  

The second experiment as detailed in chapter 4 focused on the impact of different haptic 

feedback (kinesthetic vs. vibrotactile) on arousal levels and performance improvements for a 

buzz-wire IVR training scenario. Results showed higher arousal levels for participants 

receiving kinesthetic feedback compared to vibrotactile feedback. In addressing the research 

question, a weak correlation was found between performance improvements and arousal, 

indicating that as arousal increased during VR training, so did performance. This relationship 

was supported by further statistical trends, showing that participants with higher performance 

improvements were observed to have higher arousal that those with the least improvements.  

Literature itself presents mixed findings on the relationship between arousal and 

training performance. Some studies suggest better performance to be linked to high arousal 

(Homer et al., 2019; Ünal et al., 2013), while others found it linked to low arousal (Kuan et al., 

2018; Prabhu et al., 2010). It is possible that arousal and performance may not have a linear 

relationship but a more complex relationship which might involve other subjective 

psychological factors. For example, it was found that negative perception of increased arousal 

leads to anxiety (Ginty et al., 2022), and this has been shown to result in decreased performance 

in motor skill in domains like sports (Turner & Jones, 2018).  

In summary, the first and second experiments investigated the relationship between 

performance and physiological arousal. These experiments reach different conclusions in terms 

of the relationship. i.e., the first experiment found participants with the highest improvements 

in performance to have lower arousal, while the second experiment found the highest 

improvement group to have higher arousal. But it does not necessarily imply a contradiction, 

as there are several factors which make the experiments different though they share similarities 

in terms of the core task (buzz-wire). The training itself was varied in terms of content and 

parameters like the workspace, hardware used, training difficulty levels among other factors 

(for more details refer to chapters 3 and 4). However, what is evident is that for the given 

training in both experiments, optimal arousal levels could be found. This is aligned to examples 

from literature that paint a more complex relationship between arousal and performance, 

instead of a simple linear relationship, and that there might be “optimal” arousal levels which 
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are correlated with high performance (Arent & Landers, 2003; Wu et al., 2010).  As certain 

arousal levels have been linked to better performance through these experiments, they hold 

implication for future research to investigate how changing the arousal levels for a given 

training task may lead to variations in performance improvements.  

6.4 Can haptic feedback make IVR training more effective? 

This research question is addressed with the help of the experiment described in chapter 

4 which investigated the relationship between haptic feedback modality and IVR training 

effectiveness (Table 20). The experiment used a buzz-wire training scenario inside IVR where 

participants were given one of three different haptic feedback during training (i.e., when they 

made mistakes) – kinesthetic (directional force) feedback, vibrotactile feedback and no 

feedback. All the participants also received visual feedback when they made mistakes. 

Findings from the experiment revealed that all the participants, regardless of the haptic 

condition (vibrotactile, kinesthetic or no feedback) showed performance improvements 

because of IVR training. However, it remained unclear which haptic modality was more 

effective in terms of improving training performance or if they were better than visual feedback 

alone. Additionally, findings from RQ3 indicated that kinesthetic feedback resulted in higher 

arousal compared to vibrotactile feedback. The findings also indicated that regardless of haptic 

condition, arousal among all the participants was correlated with increased performance. This 

suggests that future research could examine the potential for enhancing training performance 

by modulating arousal through haptic feedback. Care must be taken before generalizing the 

findings that kinesthetic or vibrotactile feedback is only as effective as no haptic feedback, 

since most motor tasks involve a mixture of visual sensing and haptic sensations, where in 

some cases haptics dominates (Adams et al., 2010), but it is generally found in literature that 

multimodal, i.e. combinations of visual, haptic and/or auditory feedback makes motor skill 

learning more effective (Sigrist et al., 2013). 

In their literature review of vibrotactile feedback for motor skill training in VR, Islam 

and Lim (2022) found that having at least one modality of feedback was more effective than 

having no feedback at all. In our experiment, the “no feedback” condition (referred to as the 

“visual only” condition in chapter 4) had a visual component to it, and unlike all the cases in 

Islam et al’s review, the feedback was delivered in an immersive VR environment as opposed 

to a 2D display. Experiments may be devised to completely remove the visual aspect, however, 
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in the case of the buzz-wire task this makes the training impractical and limits the applicability 

of the findings to motor skill training scenarios. The results of our experiment did not provide 

direct evidence on either vibrotactile or kinesthetic feedback proving to be more effective than 

no haptic feedback in performance measures or in presence measures. Therefore, for the buzz-

wire training scenario used in the experiment, the haptic feedback methods are interchangeable, 

however, future research can explore if this finding holds for other IVR motor skill training 

scenarios.  Literature shows that haptic feedback enhances the sense of presence and immersion 

in VR environments (Cooper et al., 2018; Gibbs et al., 2022), though it is possible the between 

subjects  methodology used in the experiment did not give an accurate view of this. Future 

research can explore the relationship between haptics, presence and skill training as suggested 

by the CAMIL model which points to the benefits of increased presence on learning 

(Makransky & Petersen, 2021).  

Recent examples of integration of haptic feedback devices in industrial training from 

SenseGlove17 and HaptX18 showcase some preliminary examinations in this regard, however, 

future research should verify their efficacy in improving training. Further research could 

explore the optimal combination of haptic modalities for industrial training scenarios and 

evaluate the effectiveness of adaptive haptic feedback based on individual arousal levels. 

Examining the long-term retention of skills acquired through different haptic feedback 

modalities could also provide valuable insights into the sustainability of IVR training.  

6.5 What is the link between adaptive training and the effectiveness of IVR training? 

The adaptive training experiment, detailed in chapter 5, explored the role of adaptation 

in improving the effectiveness of IVR training for the buzz-wire task. Participants in the 

experiment experienced either adaptive training or fixed training in IVR. In the adaptive 

condition, the training content was continuously adjusted to the self-efficacy and performance 

of the participants, whereas training content was adjusted once at the beginning of the training 

in the fixed condition. The results revealed no differences between the groups in terms of 

performance improvements on IVR and transfer tests. Across both conditions, participants 

showed performance improvements in speed and accuracy in the IVR test, while in the transfer 

test, performance in accuracy increased while speed decreased.  

 
17 hKps://www.senseglove.com/cases/volkswagen-commercial-vehicles/ 
18 hKps://haptx.com/vr-training/ 
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The literature on adaptive training using IVR and other media is minimal as noted by 

Zahabi and Abdul Razak (2020) and where available, they are pilot studies or concept papers. 

According to Zahabi and Abdul Razak (2020) and Kelley (1969), dynamically adapting the 

training content to fit trainee behaviour leads to better training outcomes. However, this 

hypothesis was not confirmed by our experiment which found participants who received fixed 

training to improve as much as those who received adaptive training. It should be noted that 

fixed training here does not imply that all the participants received the exact same training, but 

that the mix of speed and accuracy training sessions in the fixed condition was personalized to 

every participant at the beginning of training, according to their performance and self-efficacy 

measured after the first IVR test. It is highly conceivable that either of the two training 

conditions from the experiment would have been much more effective compared to completely 

non-adaptive training scenarios as seen in much of VR training literature and from our case 

study (see chapter 2). The methods used in this experiment: large sample sizes, the variation of 

IVR training to focus on either one of the component skills (speed and accuracy) and the use 

of self-efficacy measures for adaptation marks a point of departure from prior literature and 

can provide inspiration for the enhancement of IVR training systems in the future. 

6.6 Reflection on methodologies and contributions  
Over the course of the PhD study period, in service of answering the research questions, I have 

had and made use of opportunities to deepen my knowledge of the methodologies used to 

conduct research. Here, I discuss some reflections on both the methodologies used in the 

dissertation and the overall contributions.  

• Combination of diverse methodologies: Skill training in VR has been explored 

considerably as seen from the literature review, similarly haptic feedback is a highly 

developed field and so is the literature on physiological arousal measurement through 

biosensors. However, there have been very few systematic explorations of the 

intersections of all these technologies, especially considering the benefit such an 

overlap would bring to improving IVR skill training. Furthermore, this exploration was 

preceded by providing a systematic understanding of existing academic literature and 

industry case studies, as there were lack of studies looking at the intersection of 

industrial skills training, haptic feedback, biosensors, and adaptive training. Hence, 

various methods and software had to be developed during the PhD study period to 
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standardize the process of delivering IVR training, visual and haptic feedback, as well 

as the measurement of performance and biosignals. These methods are presented in 

more detail in sections 3.3, 4.3, 5.2. Additional methods were developed which will be 

published in the future, for example in the validation of the Polar Vantage V219 watch 

as a potential and more convenient replacement for the Polar H10 sensor. These 

methods simultaneously strengthened the experimentation while restricting its 

immediate application to a wider range of training scenarios. Future work should focus 

on extending this methodology to other industrial training scenarios, particularly for 

real world use cases.  

• Data collection and processing methods: All the experiments used in the dissertation 

used iMotions as the base platform for storing both biosensor and performance data. 

The platform provided a validated and reliable tool supporting a wide range of 

biosensors, in addition to an open architecture which enabled for C# code in the Unity 

game engine to transmit training and test performance data to iMotions. However, due 

to limitations of the platform in analysing the type of customised data generated during 

this study, additional data processing pipelines had to be built using the ecosystem of 

data science packages in Python, primarily Jupyter notebooks, Pandas, Scipy, Seaborn 

among others. The Python ecosystem also provided access to tools for analysing heart 

rate variability and skin conductance biosignals. A key take-away and learning from 

course of this dissertation was the need for building reusable data processing pipelines 

that can manage large datasets such as those generated from biosensors, clean and pre-

process it and finally generate insights into the data which can then potentially be used 

for scenarios like IVR training adaptation based on biosensor data.    

• Choice of skill training scenario: The buzz-wire task was used in all three experiments, 

which involved participants holding in their right hand, a handle with a metallic loop 

attached to one end. The objective across all experiments was to pass the loop through 

a wire as fast as they can with the least mistakes (i.e., touching the wire). This choice 

of task was inspired by prior literature and served as a convenient platform as it was 

close in representation to many of the common fine motor skills required across 

industries like welding, surgery, or dentistry. Success in the task involved achieving 

both high speed and high accuracy, two metrics most found in IVR training literature. 

 
19 hKps://www.polar.com/en/vantage/v2/ 
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Difficulty in both the test and training tasks were achieved by providing bends in the 

wire. Furthermore, this task also enabled the use of the left hand for attaching the 

electrodes for the Shimmer GSR+ sensor (for measuring skin conductance), as the 

palms of either hand were determined in a pilot study (and validated by literature) to be 

the best and the most convenient locations for measuring skin conductance. Thus, the 

buzz-wire task can be recommended as a promising testbed for conducting motor skill 

training experiments.  

• Use of biosensors: Various sensors were considered in the measurement of 

physiological arousal. Electrodermal activity (skin conductance) was one established 

indicator of arousal, measured using the Shimmer GSR+, a lightweight wireless device 

previously validated in literature. Heart rate variability, another reliable indicator of 

arousal, was measured using the Polar H10, a medical grade ECG (electrocardiogram) 

device worn on the chest. Though literature backed up their use, pilot studies were 

performed to establish their efficacy in measuring arousal, particularly to check their 

reliability and functioning in conjunction with the iMotions platform. They were both 

found to be relatively convenient to use and analyse, in comparison to alternatives like 

EEG (electroencephalogram). However, along with opportunities, the use of these 

devices presented a few challenges. The Shimmer GSR+ required two electrodes to be 

connected to the index and middle fingers of the left hand and for the participant to hold 

the hand still to minimize signal artefacts caused by hand movement. This was quite 

challenging even though the experiment protocols had the participant moved the handle 

through the wire with their right hand. In the second experiment, which had participants 

restricted to a small workspace due to constraints of the haptic device, there were 

multiple instances of data loss. The Polar H10 on the other hand, did not have issues 

due to movement as it was quite robust as it was primarily designed for professional 

athletes. However, the protocols for wearing the H10 increased the experiment time 

considerably. Sensors using PPG (photoplethysmogram) can be considered for future 

IVR research since they are being integrated with HMDs like the Galea and the HP 

Reverb G2, however they need to be validated as the underlying technology generates 

heartrates (beat per minute) and not the more reliable indicator: RR intervals as 

measured by ECG devices. Future work should consider validating the use of more 
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convenient measures of arousal, for example pupil dilation which is integrated into a 

few VR HMDs like the HTC Vive Eye Pro and Galea.  

• Use of haptic feedback in motor skill training: In the first and third experiments where 

the only haptic sensation were provided to the participants when they made a mistake 

(i.e., virtual loop touched the virtual wire), additional visual feedback had to be 

provided so that they would not get confused. This is an issue affecting IVR training of 

motor skills and is also observed in the training of procedural skills. To overcome the 

lack of realistic haptic feedback in current generation IVR hardware, the third 

experiment employed the Geomagic Touch kinesthetic feedback device, which is 

essentially a robot, and a customized handle which delivered directional vibrotactile 

feedback (in contrast to the unidirectional feedback given by IVR controllers like the 

Oculus Touch). These types of specialized hardware present various challenges: 

development of software is restricted by the features available in off the shelf solutions. 

For example, customised haptic middleware had to be developed for the second 

experiment as the existing Unity plugins from Geomagic were insufficient for 

simulating the buzz-wire task. They also present challenges in the form of limited 

workspaces and the dangers of instabilities in the devices. Though the second 

experiment was inconclusive in measuring a difference between kinesthetic and 

vibrotactile feedback, the decision on using haptic devices for IVR skill training will 

ultimately be case specific, considering the complexity of the device, the complexity of 

development and measurable benefits of the device in enhancing training. 

• Generalizing findings from the experiments: To increase internal validity, all three 

experiments facilitated distraction free, noise free training environments to minimize 

variability. The participants were randomly assigned to experimental conditions, and 

pre/post tests were conducted. This strengthened the internal validity of the experiment; 

however, it limits the external validity, i.e., will the findings from the experiments hold 

in real world scenarios? This presents some challenges as well as some opportunities, 

especially in relation to the investigation of the relationship between task performance 

and stress levels as represented by physiological arousal. For example, future research 

can extend controlled experiments as presented here to investigate the effect on stress 

levels and task performance, from simulating the noise and visual complexity of real-

world scenarios (for example, a factory floor) in the experimental setup. Partial 
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replication is one method of establishing external validity through controlled 

experiments. For example, certain features of the IVR experiments used in this 

dissertation like the use of biosensors and haptics maybe replicated in another skill 

training scenario, and if the same findings are observed, external validity might be 

established.  

• Measuring effectiveness of IVR training: All three experiments had a pretest and post-

test which helped in measuring objective improvements in performance after training. 

But how does one establish that the improvement in performance is a result of the 

training and not just the effect of performing the test task twice? Literature does point 

to deliberate practice during training to be the biggest contributor to expert level 

performance (Ericsson & Charness, 1994), so it is likely that the improvements in 

performance seen across experiments is due to IVR training. Future studies might also 

explore this question by having an additional placebo group for every experiment that 

did nothing during training, so that practice effects are controlled. Another factor which 

needs to be considered in measuring IVR effectiveness is the span of the experiment 

itself. The current setup across all three experiments of having a test immediately before 

and after IVR training helped in measuring its short-term effects, however, further 

experiments should explore the long-term effects of IVR training by conducting 

retention tests after the span of a week or two. 

• Training strategies: For all the experiments, there were no training instructions given, 

for example in optimizing the position of the handle or body position. The participants 

figured out optimal strategies in improving performance on their own. This was 

deliberate as the main research questions focused on the effect of media, haptic 

feedback and adaptive training, and to avoid potential interaction effects between media 

and instructional methods. Further research needs to be performed, particularly in the 

industrial context to investigate various instructional strategies.  

Future work can build upon the findings of this dissertation. These may include expanding the 

methodology to other industrial training scenarios, validating more convenient measures of 

arousal, exploring the impact of different instructional strategies, and investigating the long-

term effects of IVR training on skill retention. For eventual and wider acceptance of such 

techniques in the industry, it is essential that the complexity of such undertakings should be 

smoothened and standardized, especially for technologies like biosensors and haptics.  
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6.7 Conclusion 

In conclusion, this dissertation has explored academic literature and the industry use 

cases around IVR based skill training, and used these to synthesize controlled experiments 

which investigated the factors affecting IVR training effectiveness: primarily physiological 

arousal, haptic feedback, adaptive training along with subjective measures like task load, self-

efficacy, presence, and enjoyment. In addition, the dissertation provides guidelines and 

inspiration for the design of motor skill training experiments with the help of biosensors, IVR 

and haptic feedback. There is a need to explore the methodology used in this dissertation for 

more specific use cases from industry, while also being mindful of the potential drawbacks of 

being too context specific. Overall, the findings of this dissertation suggest that IVR has great 

potential as a tool for enhancing motor skill acquisition and transfer, and there is much to be 

gained from continued exploration and development in this area. 
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Appendix 

List of videos 
Experiment 1: https://tinyurl.com/buzz-wire-vr-1 

Experiment 2: https://tinyurl.com/buzz-wire-vr-2 

Experiment 3: https://tinyurl.com/buzz-wire-vr-3 
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Experiment 1 – Supplementary tables and figures 
Table 21 – Physiological metrics, their source, and their relation to changes in arousal 

Physiological Arousal Metric Signal Source Relation with arousal 

Skin Conductance (SC) EDA SC↑ – Arousal ↑ 

Skin Conductance Response Amplitude (SCRAmp) EDA SCRAmp↑ – Arousal ↑ 

Skin Conductance Response Peaks Rate (SCRPeaks) EDA SCRPeaks↑ – Arousal ↑ 

Heart Rate (HR) ECG HR ↑ – Arousal ↑ 

Inter-Beat Interval (IBI) ECG IBI ↓ – Arousal ↑ 
Root Mean Square of Successive 

Difference (RMSSD) ECG RMSSD ↓ – Arousal ↑ 

Standard Deviation of NN Intervals (SDNN) ECG SDNN ↓ – Arousal ↑ 

Normalized High-Frequency Component (HFN) ECG HFN ↓ – Arousal ↑ 

LF/HF (Low Frequency/High Frequency) Ratio ECG LF/HF Ratio↑ – Arousal ↑ 

 

Table 22 Presence Questionnaire.  

1. During the training session, I forgot that I was in a lab. 
2. The training session totally filled my mind. 
3. During the training session, I was very captivated by what was presented to me. 
4. I felt like I really was present (“was there”) during the training. 
5. When the training session was over, I felt like I was back from a journey. 

6. During the training session, I was not conscious of the room setup (assistant, speaker, chairs…). 
7. During the training session, I lost the notion of time. 
8. During the training session, I was living what I was seeing as if it was happening to me for real. 
9. I lived the experience  of performing the training intensely. 
10. During the training session, I often thought of something else. (Inverted Question) 
11. I felt more like a participant than spectator of the training. 
12. I had to force myself to stay concentrated on the training session. (Inverted Question) 
13. I always had in mind the fact that I was in a lab. (Inverted Question) 
14. I was reacting to everything I was seeing as it was real. 

 

Table 23 Immersion Questionnaire 

The motor skill training experience … 

1. Makes me feel immersed 
2. Gives me the feeling that time passes quickly 
3. Grabs all of my attention 

4. Gives me a sense of being separated from the real world 
5. Makes me lose myself in what I am doing 
6. Makes my actions seem to come automatically 
7. Causes me to stop noticing when I get tired 
8. Causes me to forget about my everyday concerns 
9. Makes me ignore everything around me 



 

189 
 

10. Gets me fully emotionally involved 
11. Captivates me 

 

Table 24. Performance metrics for the VR and Physical conditions: IS (Improvement Score), TCT-I (Improvement in Task 
Completion Time), and CT-I (Improvement in Contact Time) 

 Performance 
Metric VR (Mean ± SD) Physical (Mean ± SD) p-value 

IS 11.18 ± 5.11 10.79 ± 3.67 0.343 
TCT-I 1.33s ± 8.57s -0.83s ± 7.37s 0.286 

CT-I 1.24s ± 2.04s 1.06s ± 1.14s 0.474 
 

Table 25 Presence Scores 

 Presence Item Physical (Mean ± SD) IVR (Mean ± SD) p-value 

P1 3.19 ± 1.77 3.76 ± 1.63 0.0623 

P2 4.88 ± 1.53 5.16 ± 1.22 0.2041 

P3 5.31 ± 1.2 5.58 ± 1.27 0.1179 

P4 5.43 ± 1.04 5.04 ± 1.45 0.2006 

P5 3.45 ± 1.64 4.07 ± 1.54 0.0359** 

P6 3.12 ± 1.6 4.27 ± 1.9 0.0018** 

P7 4.62 ± 1.61 5.09 ± 1.5 0.0757 

P8 4.93 ± 1.58 4.42 ± 1.86 0.1285 

P9 4.79 ± 1.32 4.82 ± 1.4 0.4068 

P10 3.86 ± 1.63 4.71 ± 1.18 0.0042** 

P11 5.74 ± 1.13 5.53 ± 1.53 0.4438 

P12 4.07 ± 1.63 4.58 ± 1.44 0.0512 

P13 2.81 ± 1.67 2.84 ± 1.58 0.4398 

P14 5.43 ± 1.35 4.67 ± 1.73 0.02348** 

Combined 4.4 ± 0.79 4.61 ± 0.93 0.0736* 

 
Table 26. Immersion Scores 

 Immersion Item Physical (Mean ± SD) IVR (Mean ± SD) p-value 

I1 4.9 ± 1.39 5.02 ± 1.37 0.2899 

I2 4.95 ± 1.34 5.36 ± 1.28 0.0439** 

I3 5.6 ± 1.19 5.64 ± 1.26 0.3436 

I4 3.64 ± 1.64 4.78 ± 1.51 0.0007** 

I5 4.48 ± 1.78 4.64 ± 1.61 0.3528 
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I6 3.88 ± 1.71 4.33 ± 1.46 0.1225 

I7 3.93 ± 1.79 4.53 ± 1.5 0.0501 

I8 4.79 ± 1.69 4.96 ± 1.57 0.3224 

I9 4.14 ± 1.57 4.87 ± 1.24 0.0114** 

I10 4.38 ± 1.65 4.71 ± 1.41 0.1748 

I11 5.29 ± 1.2 5.51 ± 1.2 0.1461 

Combined 4.54 ± 0.99 4.94 ± 0.98 0.01751** 

 

Table 27 NASA-TLX Scores 

Item Physical (Mean ± SD) IVR (Mean ± 
SD) p-value 

Mental Demand 11.52 ± 4.55 12.1 ± 4.35 0.2738 

Physical Demand 9.95 ± 5.9 10.22 ± 5.76 0.4008 

Temporal Demand 11.71 ± 4.33 9.16 ± 4.83 0.006** 

Performance 11.38 ± 4.38 12.4 ± 4.6 0.1123 

Effort 14.52 ± 4.84 14.49 ± 4.35 0.4073 

Frustration 10.62 ± 5.66 10.82 ± 5.84 0.4257 

NASA-TLX Score 11.62 11.53 0.379 

 

 

Figure 57. Distractor maze task 
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Buzz-wire pilot study paper
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Adaptive study pilot paper 
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